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ABSTRACT

Clustering is an important technique to separate data categories based on their feature

similarity. Clustering belong to unsupervised type of machine learning algorithms. Among

many clustering algorithms, three representative algorithms namely K-means, X-means and

Expectation Maximization are experimented for the Nepali news clustering problem in this

research work. News clustering is the task of categorizing news into groups that share similar

interests. Clustering algorithms are evaluated for optimal performances based on cluster

evaluation metrics and execution time. Evaluation metrics used are Dunn index, DB index and

CH index. Execution time includes clustering time and training time. TF-IDF is used as a news

embedding representation. Algorithms are also evaluated with reduced feature dimensions by

applying PCA.

To select the winner algorithm and setting the values of DB index, training time and clustering

time must be lower and value of CH index and Dunn index must be higher. So, based upon

the evaluation results, we conclude the winning algorithm and strategies in some states as

follows. When feature dimension is high (>= 10000) K-Means perform better then others.

When applied PCA to reduce feature space, EM algorithm better performs than others. With

reduced feature space, K-Means still performs better then X-Means clustering algorithm.

Keywords:

News Clustering, Natural Language Processing, Nepali language, K-Means, X-Means, EM,

PCA
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Chapter 1

INTRODUCTION

1.1 Introduction

In this era of technology, we deal with information collected from various sources on the

Internet.The amount of data that is generated on daily basis is increasing tremendously.With the

wide use of internet, a large amount of textual documents are present over internet. Available

data is in the form of enterprise information systems, digital documents and in personal files.

With the increasing size of data proper handling and analysis of data is very crucial. Text

mining is being developed to handle the increasing volumes of the text data.

Text mining, also referred to as text data mining, is the process of deriving high-quality

information from text. Text clustering, text classification and text categorization are different

functionalities of text mining. Clustering is useful in several exploratory pattern analysis,

grouping, decision making and machine learning situations. However,in many problems, there

is little prior information available about the data and the decision maker must make as few

assumptions about the data as possible. Clustering methodology is particularly appropriate

for the exploration of interrelationships among the data points to make an assessment of their

structure.

On each successive day, the rate of growth in new journals and publications is accelerating. The

volume of these documents has made automatic organization and classification an essential

element for the advancement of basic and applied research. Most of the recent work

on automatic document classification has involved supervised learning techniques such as

classification trees, naive Bayes, Support vector machines, neural nets and ensemble methods.

Although many existing approaches to document classification can quickly identify the overall

area of a document, few of them can rapidly organize documents into the correct sub-field or

areas of specialization.

Document clustering or text clustering is the automatic organization of documents into clusters

so that the document within a cluster have high similarity in comparison to documents in other

clusters.It is divided into two major subcategories, hard clustering and soft clustering. Soft
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clustering also known as overlapping clustering is again divided into partitioning, hierarchical

and frequent itemset-based clustering. Hard clustering compute the hard assignment of a

document to a cluster i.e. each document is assigned to exactly one cluster, giving a set of

disjoint clusters. Soft clustering compute the soft assignment i.e. each document is allowed to

appear in multiple clusters thus, generates a set of overlapping clusters.Partitioning clustering

allocate documents into a fixed number of non-empty clusters. Similarly, hierarchical document

clustering is to build dendrogram, a hierarchical tree of clusters, whose leaf node represents the

subset of a document collection [1]. Hierarchical clustering gives better quality clustering,

but is limited because of its quadratic time complexity. Whereas, partitioning methods like

K-means and its variants have a linear time complexity, making it more suitable for clustering

large datasets but are thought to produce inferior clusters [2].

Clustering is an important means of data mining algorithm that separate data of similar nature.

Unlike the classification algorithm, clustering belongs to the unsupervised types of algorithms.

Two representatives of the clustering algorithms are the K-means algorithm and the expectation

maximization algorithm. EM and K-means are similar in the sense that they allow model

refining of an iterative process to find the best congestion. However, the K-means algorithm

differs in the method used for calculating Euclidean distance while calculating the distance

between each of two data items; and EM uses statistical methods. The EM algorithm is often

used to provide the functions more effectively.

The use of communication technologies and and the information content has increased

extensively. With the increment in the use of electronic data and the information is stored

in electronic format in the form of text documents such as news articles,books,digital library

and so on.News articles have been a common source to gain and enhance knowledge, which

could be acquired from blogs, online newspapers or news portals. The sources of information

might be different but the knowledge they give, however, is of same kind.

People have different interests and expect to retrieve content and its information in various

known national or regional language. Growing use of these languages on the Internet has

triggered multilingual research which has led to researchers delicately working in this field,

consequently exploring various alternatives of it.

With the rapid advancement in technology, we are able to accumulate huge amount of data

of numerous kinds. News Clustering also known as document clustering (subset of data

clustering) is a technique of data mining which includes concepts from the fields of information
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retrieval, natural language processing and machine learning. News clustering organizes news

into different clusters where news of each cluster share common properties according to defined

similarity measures. The fast and high quality clustering algorithm (the algorithm with better

semantic representation of the knowledge base) plays a vital role in helping users to effectively

navigate, summarize and organize the information.

For a person who frequently reads the news from at least two sources it would be convenient if

all those sources news could be read at a single location. It would be more superior in the case

with similar articles that only one of them are presented to the users. Furthermore, it would

also be desirable if the reader could access all similar news easily. This would be beneficial for

source criticism and finding further information on same topic.

News clustering is the problem of grouping news based on their similarity. Similar news appear

in the same cluster while while different documents appear in different clusters. Choosing the

right function to determine similarity between news is not obvious. Admissible information

retrieval and information clustering is an important task in this span of time, as there are

immense amount of information in the web. Without vagueness, Nepali news information are

used and updated by different users. Selection of words to give information may be different

but its content and information is same. Thus, Nepali text clustering is pivotal.

News articles and clustering are widely used over internet for various languages however there

is no automated service that aggregates and clusters the Nepali news from various Nepali news

agencies. Our system especially works on clustering admissible Nepali news collected from

various sources on Internet.

1.2 Motivation

Getting closer to the foremost steps of the thesis, experimental study utilizing several

algorithms proposed in literature was performed in order to understand if the existed algorithms

can be adopted to the peculiarities of the Nepali news clustering. K-Means clustering, X

Means clustering and EM clustering are three clustering techniques that are commonly used for

document clustering or news clustering. To experiment the baseline approached for the Nepali

news clustering problem we choose these three clustering algorithms as main algorithms.
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1.3 Problem Definition

A person who is reading particular news in one news portal might also be interested in reading

similar news coverage on other news portal to find more about the topic. The problem here is

finding the news portal that covers the similar news. The usual approach is to visit each likely

news portal and then manually look for the similar news in them to find whether the news

the person is looking for is present or not. This is problematic, time-consuming and a tedious

task. This might even reduce the users interest in reading that particular news as well as his

enthusiasm to acquire more information on that topic. On the other hand, people are so much

into smart technologies these days that they always look for the technology that can satisfy

their interest without having them to put in much effort and time.

The solution proposed here is based on the idea of text mining and clustering. The basic idea

is to create clusters of similar news headlines and build news content warehouse.

The statement of this thesis is to experiment baseline clustering algorithms for efficiency and

accuracy of the Nepali news clustering problem. We also apply variations on text feature

embedding generations to get the effectiveness of the feature selection approaches.

1.4 Objectives

The main objective of this dissertation work are as follows:

• To compare the performance and efficiency of the K-Means, X-Means and EM clustering

algorithms for Nepali news clustering problem.

1.5 Outline of the Report

The thesis document is organized as follows:

Chapter 1 describes the thesis statement and objectives.

Chapter 2 describes the background and overview of the data mining approaches.

Chapter 3 describes the state of the art of the clustering algorithms and researches in the news

clustering.

Chapter 4 describes about the methodology and algorithm used.
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Chapter 5 provides information of the datasets used for the research.

Chapter 6 contains the experimental results done on datasets using the described methodology

algorithms.

Chapter 7 contains the summary and future scope of the research work.
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Chapter 2

Background and Overview

2.1 Data mining

Over the past two decades there has been a huge increase in the amount of data being stored

in database as well as the number of database applications in business and the scientific

domain. The huge amounts of stored data contains knowledge about the number of aspects

of their business waiting to be harnessed and used for more effective business decision support.

Database Management systems used to manage these data sets at present only allow the user

to access information explicitly present in the databases. The data stored in database is only a

small part of ”iceberg of information” available from it. Contained implicitly within this data

is knowledge about a number of aspects of their business waiting to be harnessed and used for

more effective business decision support. This extraction of knowledge from large data sets

is called Data Mining or Knowledge Discovery in databases and is defined as the non-trivial

extraction of implicit, previously unknown and potentially useful information from data [3].

Data mining, the extraction of hidden predictive information from large databases, is a powerful

new technology with great potential to help companies focus on the most important information

in their data warehouses [4]. Data mining tools predict future trends and behaviors, allowing

businesses to make proactive, knowledge-driven decisions. Data mining can be considered to

be an inter-disciplinary field involving concepts from machine learning, database technology,

statistics, mathematics, clustering and visualization among others.

Data mining is about learning from existing real-world data rather than data generated

particularly for the learning tasks. In data mining the data sets are large therefore efficiency

and scalability of algorithms is important. Almost in parallel with the developments in the

database field, machine learning research was maturing with the development of a number of

sophisticated techniques based on different models of human learning. Learning by example,

cased-based reasoning, learning by observation and neural networks are some of the most

popular learning techniques that were being used to create the ultimate thinking machine.

6



2.1.1 Functionalities of data mining

2.1.1.1 Outlier Analysis

Outlier analysis is an object in database which is significantly different from the existing data.

”An outlier is an observation which deviates so much from the other observations as to arouse

suspicions that it was generated by a different mechanism ”. The outlier can be diagnosed with

the help of statistical tests that assume probability model for the data.

2.1.1.2 Evolution Analysis

Evolution analysis is the mechanism of extracting pattern from data changes over time.

2.1.1.3 Association Analysis

Association is a data mining function that discovers the probability of the co-occurrence of

items in a collection. The relationships between co-occurring items are expressed as association

rules.

2.1.1.4 Clustering

Clustering is the process of partitioning a set of object or data in a same group called a cluster.

These objects are more similar to each other than to those in other groups. Clustering is used

in many fields including machine learning, pattern recognition, bioinformatics, image analysis

and information retrieval.

2.1.1.5 Classification

Classification is used to build models from data with predefined classes as the model is used to

classify new instance whose classification is not known. The instances used to create the model

are known as training data. A decision tree or set of classification rules is based on such type

of mechanism of classification which can be retrieved for identification of future data.
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2.2 Clustering

Clustering is the grouping of a particular shape of objects based on their characteristics,

aggregating them according to their similarities. Regarding to data mining, this methodology

partitions the data implementing a specific join algorithm, most suitable for the desired

information analysis. The clustering analysis allows an object not to be part of a cluster, or

strictly belong to it, known as hard clustering . Similarly, soft partitioning states that every

object belongs to a cluster in a determined degree. More specific divisions can be possible to

create like objects belonging to multiple clusters, to force an object to participate in only one

cluster of even construct hierarchical trees on group relationships.

There are several different ways to implement this partitioning, based on distinct models.

Distinct algorithms are applied to each model, differentiating it’s properties and results. These

models are distinguished by their organization and type of relationship between them.

2.2.1 Centroid-based model

In this type of grouping method, every cluster is referenced by a vector of values. Each object is

part of the cluster whose values difference is minimal, comparing to other clusters. The number

of clusters should be pre-defined, and this is the biggest problem of this kind of algorithms. This

methodology is the most close to the classification subject and are vastly used for optimization

problems.

2.2.2 Distributed-based model

Related to pre-defined statistical models,the distributed methodology combines objects whose

values belongs to the same distribution. Because of its random nature of value generation,

this process needs a well defined and complex model to interact in a better way with real

data. However these processes can achieve a optimal solution and calculate correlations and

dependencies.

2.2.3 Connectivity-based model

On this type of algorithm, every object is related to its neighbors, depending the degree of that

relationship on the distance between them. Based on this assumption, clusters are created with
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near by objects, and can be described as a maximum distance limit. With this relationship

between members, these clusters have hierarchical representations. The distance function

varies on the focus of the analysis.

2.2.4 Density-based model

These algorithms create clusters according to the high density of members of a data set, in a

determined location. It aggregates some distance notation to a density standard level to group

members in clusters. These kind of processes may have less performance on detecting the limit

areas of the group.

2.2.5 Requirements of clustering in data mining

• Scalability : We need highly scalable clustering algorithms to deal with large databases.

• Ability to deal with different kinds of attributes: Algorithms should be capable to be

applied on any kind of data such as interval-based data, categorical and binary data.

• Discovery of clusters with attribute shape: The clustering algorithm should be capable

of detecting clusters of arbitrary shape. They should not be bounded to only distance

measures that tend to find spherical clusters of small sizes.

• High Dimensionality: The clustering algorithm should not only be able to handle

low-dimensional data but also the high dimensional space.

• Ability to deal with noisy data: Database contain noisy, missing or errorneous data. Some

algorithms are sensitive to such data and may lead to poor quality clusters.

• Interpretablility : The clustering results should be interpretable, comprehensible, and

usable.

2.2.6 Terminologies of clustering

• Cluster : A collection of one or more master and data nodes.

• Master Node: Coordinator of the cluster. Manages the distribution of shards and keeps

track of all nodes in the cluster. There can be more than one master node. If a master
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node fails, then a new node that is marked as a master node is automatically elected as a

new master node. The cluster cannot operate without at least one master node.

• Data Node: Workhorse of the cluster. Stores data and processes incoming search and

index requests. A node can act both as a data node and master node.

• Shard: Each data node stores data in a shard.

• Replica Shard: Each Shard can have any number of replicas. Replicas are used to ensure

high availability in the case that a node is no longer available.
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Chapter 3

Literature Review

Clustering is the task of dividing the population or data points into a number of groups such

that data point in the same groups are more similar to other data points in the same group than

those in other groups. In simple words, the aim is to segregate groups with similar traits and

assign them into clusters [5].

[6] defines clustering as a concise model of the data which can be interpreted in the sense

of either a summary or a generative method. Probabilistic methods, distance-based methods,

density-based methods, grid based methods, factorization techniques and spectral techniques

are the classes of methods. The diversity of different data types significantly adds to the

richness of the clustering problems.Many variations and enhancements of clustering such as

visual methods, ensemble methods, multiview methods or supervised methods can be used to

improve the quality of the insights obtained from the clustering process.

[7] has proposed a novel document partitioning method based on the non-negative factorization

of the term-document matrix of the given document corpus. The proposed document clustering

method surpasses singular vector decomposition(SVD) and the eigen decomposition clustering

methods not only in the easy and reliable derivation of document clustering results, but

also in document clustering accuracies. [8] explores a simple and efficient baseline for text

classification.Experiments shows that fast text classifier fastText is often on par with deep

learning classifiers in terms of accuracy, and many orders of magnitude faster for training and

evaluation.

Document clustering is automatic organization of documents into clusters so that documents

within a cluster have high similarity in comparison to documents in other clusters. It has

been studied intensively because of its wide applicability in various areas such as web mining,

search engines, and information retrieval. It is measuring similarities between documents and

grouping similar documents together. It provides efficient representation and visualization

of the documents. Clustering is useful in several exploratory pattern-analysis, grouping,

decision-making and machine-learning situations, including data mining, document retrieval,

image segmentation and pattern classification.
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Multi view point based clustering methods with similarity measure by using incremental

algorithm approach for clustering high dimensional data is explained by [9]. Existing clustering

algorithms are implemented based on partitioning, hierarchical, density based and grid based.

All clustering methods have to assume some cluster relationship among the data objects that

they are applied on. Similarity between a pair of objects can be defined either explicitly or

implicitly.

An overview of pattern clustering methods from a statistical pattern recognition perspective,

with a goal of providing useful advice and references to fundamental concepts accessible to the

broad community of clustering practitioners is given by [10]. Clustering is a difficult problem

combinatorially, and differences in assumption and contexts in different communities has made

the transfer of useful generic concepts and methodologies to occur slowly.

[11] emphasizes challenges of the clustering methods in dealing with problems of high

dimensionality, scalability, accuracy and meaningful cluster labels. A brief summary over

methods studied and current state of documents clustering research, document representation

model and its challenges, dimensionality reduction mechanisms, issues in document clustering

and cluster quality evaluation criteria are discussed. In [12], the medical text classification

problem is addressed using the convolutional neural networks. The convolutional neural

network with medical data set consisting of several classes of health information is trained

and tested with the accuracy of about 15% more than the existing approach in this field.

[13] Presents the results of an experimental study of some common document clustering

techniques. Two main approaches of document clustering, agglomerative hierarchical

clustering and K-means are compared. Results indicate that the bisecting K-means technique

is better than the standard K-means approach and as good or better than the hierarchical

approaches. In addition, the run time of bisecting K-means is very attractive when compared

to that of agglomerative hierarchical clustering techniques.

[14] had spent plenty of time in automatic document clustering using topic analysis. Topic

segmentation is applied to detect topics within documents and using term relationships attempt

to build hierarchies which represents a ”real world” topic hierarchy.Documents are assigned

to each of these topics using a standard clustering techniques. Two methods for document

clustering systems has been proposed. Foremost, an adaptation of tree measure algorithms to

document hierarchies which requires a predefined tree which has been agreed upon as a suitable

benchmark. The later is independent of any benchmark trees and presents the evaluator with
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the number of measures which allow to assess the properties of the tree.

Comparison of various clustering algorithms are done in [15]. Every algorithm has their own

importance and we use them on the behavior of the data, but on the basis of performed research

k-means clustering algorithm is simplest algorithm as compared to other algorithm. In [16]

analysis of algorithm and comparing the various clustering algorithm by using WEKA tool to

find out which algorithm will be more comfortable for the users for performing clustering

algorithm. This presents the application’s of data mining WEKA tool and provides huge

clusters of data set which can be used for search engine optimization.

A recurrent convolutional neural network for text classification without human designed

features is discussed in [17]. A recurrent structure to capture contextual information as far

as possible when learning word representations, which may introduce considerably less noise

compared to traditional window-based neural networks. A max-pooling layer is employed

that automatically judges with words play key roles in text classification to capture the key

components in texts. A different approach from current document classification methods

that view the problem as multi-class classification is introduced in [18]. Approach known as

Hierarchical deep learning for text classification employs stacks of deep learning architectures

to provide specialized at each level of the document hierarchy.

The comparison of algorithms K-Means and Expectation-Maximization in clustering is

discussed in [19]. The effectiveness of Expectation-Maximization clustering algorithm is

measured through a number of internal and external validity metrics, stability, runtime and

scalability tests. An algorithm that efficiently searches the space of cluster locations and

number of clusters to optimize the Bayesian information criterion and Alkaike information

criterion measure is introduced by [20]. Experiments shows that proposed technique reveals

the true number of classes in the underlying distribution and is much faster and repeatedly

using accelerated K-Means for different values of K.

A general approach to iterative computation of maximum-likelihood estimates when the

observation can be viewed as incomplete data is presented in [21]. Each iteration of the

algorithm consists of an expectation step followed by a maximization step known as EM

algorithm. When the underlying, complete data come from an exponential family whose

maximum-likelihood estimates are easily computed, then each maximization step of an EM

algorithm is likewise easily computed. A general classification EM algorithm is defined in

[22]. Numerical experiments, reported for the variance criterion, show that both stochastic
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algorithms perform well compared with the standard K-means algorithm which is particular

version of the classification EM algorithm.

Machine generated decision rules appear comparable to human performance, while using

the identical rule-based representation [23]. Human engineered systems, using the identical

representation of production rules, can be successful in text classification. Rule-based systems

for text classification can be automatically generated from samples with very comparable

performance measures. The selection of the best classification algorithm for a given dataset

is very widespread problem, occurring each time one has to choose a classifier to solve a

real-world problem [24]. One of the most crucial, is the choice of an appropriate measure

in order to properly assess the classification performance and rank the algorithms.

[25] explores the use of Support vector machines for learning text classifiers from example.The

hierarchical topic structure to decompose the classification task into a set of simpler problems,

one at each node in the classification is discussed in [26]. The finding of the experiments shows

the accuracy of flat classification decreases as the number of classes and documents increases.

Optimal part-of-speech tagging have great importance in various field of natural language

processing such as machine translation, information extraction, word sense disambiguation,

speech recognition and others. Due to the speech nature of the Nepali language, Tagset used

and size of the corpus getting accurate part of speech tagger is one of the challenging task [27].

POS tagging of Nepali is a necessary component for most NLP applications in Nepali, which

analyses the construction of the language, behavior of the language and can be used to develop

automated tools for language processing [28].

The lack of a standard Nepali corpus prompted for the creation of a manual data set by crawling

various Nepali news sites [29]. Nepali document classification is severely limited by the

complexity of the language morphology. Document classification with word2vec employs

neural network and simplifies the process of automatically categorizing Nepali documents

while increasing the precision and recall over previously implemented techniques such as

TF-IDF.

The concept of traditional rule based system and corpus based approach is tested for Nepali

language which is based in devanagarik script [30]. The approach has given better result in

comparison to traditional rule based system particularly for Nepali language. The strength and

weakness of support vector machine based named entity recognition for using Nepali text is
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discussed in [31]. Development of stemming tool, part of speech tagging and Named entity

recognition detection tool using semi hybrid approach and some rule based approaches and its

accuracies is defined in [32].

The implementation of the Naive Bayes and SVM-based classification techniques to classify the

Nepali SMS as Spam and non-spam and evaluation for accuracy measure of the classification

methodologies is done in [33]. [34] explains the evaluation of lexicon-pooled Naive Bayes

approach by applying sufficiently large datasets of Nepalese news stories and its accuracies

and usefulness of the method for Nepali news classification.

[35] has reviewed various algorithms with a wide range of approaches to solve problem of news

clustering. A hierarchical algorithm that incorporates various ideas of researchers have been

implemented. It is concluded that fuzzy equivalence algorithm does produce acceptable results

when compared to Google News as a reference. The algorithm however requires a huge amount

of memory to hold the trained model. This render is not suitable to run on portable devices but

very suitable to run on a server farm. Moreover, during the training phase, the algorithm builds

and the memory and that makes it hard to process the full training dataset on a single processing

node.

In [14], two evaluation methods for document clustering system is introduced. The first is an

adaptation of tree major algorithms to document hierarchies requiring a pre-defined tree which

has been agreed upon as a suitable benchmark. The second is independent of any benchmark

trees and presents the evaluator with a number of measures which allows to assess the properties

of the tree. Internal clustering validation and and a detail study of 11 widely used internal

clustering validation measures for crisp clustering is elaborated by [36]. Experimentation

shows that SDbw is the only internal validation measure which performs well in any five

aspects, while other measures have certain limitations in different application scenarios.

Automated news classification is the task of categorizing news into some predefined category

based on their content with the confidence learned from training news dataset.Evaluation of

most widely used machine learning techniques, mainly Naive Bayes, SVM and neural networks

for automatic Nepali news classification problem is discussed in [37].

Overview of various document clustering methods, starting from basic traditional methods

to fuzzy based, genetic, co-clustering, heuristic oriented etc., and the document clustering

procedure with feature selection process, applications, challenges in document clustering,
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similarity measures and evaluation of document clustering algorithm is explained in the paper

[38].
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Chapter 4

Research Methodology

4.0.1 System Overview

Figure 4.1: High level system diagram

4.0.2 TF-IDF Features

TF-IDF (Term Frequency-Inverse Document Frequency) is a text mining technique used to

categorize documents. This algorithm is useful when document set is large and needs to be

categorized. It is especially nifty because training a model ahead of time is not required and

will automatically account for differences in lengths of documents.

TF-IDF computes a weight which represents the importance of a term inside a document. It

does this by comparing the frequency of usage inside an individual document as opposed to the

entire data set.
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T F(t) =
Number o f times term t appears in a document

Total number o f terms in the document

.

IDF(t) = loge
Total number o f documents

Number o f documents with term t in it

.

T F IDF = T F ∗ IDF

.

IF-IDF is computed for each term in each document. It can be done either in one term in

particular or in terms with the highest TF-IDF in a specific document.

To convert Nepali news document into it’s numerical representation using TF-IDF approach,

we follow the following steps.

• Create vocabulary by scanning the training dataset.

• Sort the vocabulary based upon term frequency in descending order.

• Remove the stopwords

• Select topK vocabulary as a feature dimension.

• Scan the news document and preprocess it.

• Scan the preprocessed document and populate the feature of corresponding term in the

feature row by calculating the TF-IDF value.

4.0.3 K-Means Clustering

K-means is one of the simplest unsupervised learning algorithms that solve the well known

clustering problem. The procedure follows a simple and easy way to classify a given data set

through a certain number of clusters(assume k clusters) fixed apriori by minimizing the average

squared distance between points in the same cluster. The k-means algorithm [2] is given below.
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Algorithm 4.1 The k-means algorithm
1: Arbitrarily choose an initial k centers C = c1,c2, ...,ck.

2: For each i ∈ 1, ...,k, set the cluster Ci to be the set of points in X that are closer to ci than

they are to c j for all j 6= i.

3: For each i ∈ 1, ...,k, set ci to be the center of mass of all points in Ci : ci =
1
Ci

∑x∈Ci
x.

4: Repeat Steps 2 and 3 until C no longer changes.

4.0.4 X-Means Clustering

X-Means clustering algorithm, an extended K-Means which tries to automatically determine

the number of clusters based on BIC scores. Starting with only one cluster, the X-Means

algorithm goes into action after each run of K-Means, making local decisions about which

subset of the current centroids should split themselves in order to better fit the data. The

splitting decision is done by computing the Bayesian Information Criterion (BIC) [20].

4.0.5 EM Clustering

EM assigns a probability distribution to each instance which indicates the probability of it

belonging to each of the clusters. EM can decide how many clusters to create by cross

validation, or you may specify apriori how many clusters to generate.

The cross validation performed to determine the number of clusters is done in the following

steps:

Algorithm 4.2 Cluster center selection algorithm
1: The number of clusters is set to 1.

2: The training set is split randomly into n = 10 folds.

3: EM is performed n times using the n folds the usual cross-validation way. . EM

Algorithm 4.3

4: The log-likelihood is averaged over all n results.

5: If log likelihood has increased the number of clusters is increased by 1 and the program

continues at step 2.

The number of folds is fixed to n, as long as the number of instances in the training set is not

smaller n. If this is the case the number of folds is set equal to the number of instances.
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An expectation maximization (EM) [21] algorithm is an iterative method for finding maximum

likelihood or maximum a posteriori estimates of parameters in statistical models, where the

model depends on unobserved latent variables. The EM [22] iteration alternates between

performing an expectation (E) step, which computes the expectation of the log-likelihood

evaluated using the current estimate for the parameters, and maximization (M) step, which

computes parameters maximizing the expected log-likelihood found on the E step. These

parameter-estimates are then used to determine the distribution of the latent variables in the

next E step.

Algorithm 4.3 EM algorithm
1: Expectation step: For each data point x, compute the membership probability of x in each

cluster c1,c2, ...,ck.

2: Maximization step: Update mixture model parameter (probability weight).

3: Stopping criteria: If stopping criteria is not satisfied, goto step 1.

4.0.6 Principal Component Analysis

Principal Component Analysis(PCA) is one of the important algorithms in the field of Data

Science and is by far the most popularly dimensionality reduction method currently used

today.The objective of PCA is simple, identify a hyperplane that lies closest to the data points,

and project the data onto it.

The main idea of principal component analysis is to reduce the dimensionality of data set

consisting of many variables correlated with each other,either heavily or lightly,while retaining

the variation present in the dataset, up to the maximum extent.The same is done by transforming

the variables to a new set of variables, which are known as principal components and are

orthogonal, ordered such that the retention of variation present in the original variables

decreases as we move down in the order. So, in this way, the 1st principal component retains

maximum variation that was present in the original components. The principal components are

the eigenvectors of a covariance matrix, and hence they are orthogonal.

4.1 Cluster Evaluation

A good clustering method will produce high quality clusters in which the intra-class(that is,

intra-cluster) similarity is high and the inter-class similarity is low [36]. The quality of a
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clustering result also depends on both the similarity measure used by the method and its

implementation. The quality of a clustering method is also measured by its ability to discover

some or all of the hidden patterns. However, objective evaluation is problematic: usually done

by human / expert inspection.

4.1.1 The Davies-Bouldin Index

The Davies-Bouldin (DB) index [39] is calculated as follows. For each cluster c, the similarities

between c and all other clusters are computed, and the highest value is assigned to c as its

cluster similarity. Then the DB index can be obtained by averaging all the cluster similarities.

The smaller the index is, the better the clustering result is. By minimizing this index, clusters

are the most distinctfrom each other, and therefore achieves the best partition.

DB =
1

NC ∑
i
{max j, j 6=i{[

1
ni

∑
x∈Ci

d(x,ci)+
1
n j

∑
x∈C j

d(x,c j)]/d(ci,c j)} (4.1)

Where,

NC: number of clusters,

ni: number of points in Ci,

Ci: the ith cluster,

d(x,y): distance between x and y

4.1.2 Dunns Index

Dunn’s index [40] uses the minimum pairwise distance between objects in different clusters as

the inter-cluster separation and the maximum diameter among all clusters as the intra-cluster

compactness. The optimal cluster number is determined by maximizing the value of the index.

D = mini{min j(
minx∈Ci,y∈C jd(x,y)

maxk{maxx,y∈Ckd(x,y)}
)} (4.2)

Where,

Ci: the ith cluster,

d(x,y): distance between x and y
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4.1.3 The Calinski-Harabasz Index

The Calinski-Harabasz index (CH) [41] evaluates the cluster validity based on the average

between- and within-cluster sum of squares. Well separated and compact clusters should

maximize this ratio.

CH =
∑i nid2(ci,c)/(NC−1)

∑i ∑c∈Ci d2(x,ci)/(n−NC)
(4.3)

Where,

NC: number of clusters,

ni: number of points in Ci,

Ci: the ith cluster,

d(x,y): distance between x and y
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Chapter 5

Datasets

To evaluate the system, Nepali news dataset (Table 5.1) is taken from paper [33].

They have collected it from various online sources , mainly Nepali news portals (e.g.,

ratopati.com,setopati.com, onlinekhabar.com, and ekantipur.com), using the web crawler. It

contains total 4964 news from different domains. For clustering purpose news documents are

feed to the system without labels.

Table 5.1: Nepali news dataset

S.N. News class No. of documents

1 Agriculture 100

2 Automobile 95

3 Bank 417

4 Blog 209

5 Business 142

6 Economy 500

7 Education 85

8 Employment 154

9 Entertainment 500

10 Health 31

11 Interview 229

12 Literature 102

13 Migration 111

14 Opinion 500

15 Politics 500

16 Society 253

17 Sport 500

18 Technology 110

19 Tourism 214

20 World 212

Total 4,964
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Sample Nepali news are given in the Figure 5.1.

Figure 5.1: Sample dataset

24



List of stop-words are given in Figure 5.2.

Figure 5.2: Stopwords
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Chapter 6

Experimental Results

Implemented clustering approaches are experimentally evaluated the performance of the

different clustering metrics on different dataset settings. In the rest of this chapter we describe

the various dataset settings, experimental methodology, and experimental results. As an

evaluation, higher Dunn index indicates better clustering, lower DB index indicates the better

clustering, higher CH index indicates the better clustering, lower clustering time and training

time is again good for real-time clustering.

6.1 Implementation

For the implementation of the thesis approaches we used JVM execution environment and Java

language. We used smile (https://github.com/haifengl/smile) as a supporting library for the

implementation of clustering algorithms.

6.2 Clustering samples

Figure 6.1: Clustering document pre-processing
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Figure 6.2: K-Means Clustering Sample

Figure 6.3: K-Means Clustering Sample
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Figure 6.4: K-Means Clustering Sample

6.3 K-Means Clustering Experiments

Table 6.2 shows the experimental results for K-Means clustering algorithm. The dataset and

experimental setup for K-means algorithm experiment is given below.

Table 6.1: K-Means clustering setup

Training data size 3972

Test data size 992

Vocabulary size 10000
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Table 6.2: Experimentation Report of K Means

Clusters # Dunn Index DB Index CH Index Clustering time (sec.) Training time (min.)

3 0.27 0.58 2.96 0.123 0.67

4 0.2 1.05 3.94 0.163 0.689

5 0.36 1.26 0.62 0.05 0.689

8 0.08 2.92 6.54 0.338 0.907

10 0.1 2.85 4.54 0.43 0.902

12 0.09 4.14 11.03 0.481 1.18

14 0.08 2.23 3.23 0.56 0.995

16 0.15 1.73 4.96 0.632 0.937

18 0.08 2.91 5.1 0.714 1.34

20 0.08 2.94 5.58 0.789 1.41

Figure 6.5: K-Means Results
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6.4 X-Means Clustering Experiments

X-Means clustering algorithm experiments are done with various dataset and experimental

configurations. Table 6.4 shows the experimental results for X-means algorithm. Bellow is

given the dataset spit for train and test.

Table 6.3: X-Means clustering setup

Training data size 3972

Test data size 992

Vocabulary size 10000

Table 6.4: Experimentation Report of X Means

Clusters # Dunn Index DB Index CH Index Clustering time (sec.) Training time (min.)

2 0.34 2.69 14.62 2.86 0.43

4 0.16 4.89 7.79 0.017 0.688

6 0.22 4.39 5.51 0.025 1.05

8 0.05 6.53 5.64 0.033 1.29

10 0.05 5.67 3.24 0.04 1.51

12 0.05 5.21 3.71 0.049 1.62

14 0.05 4.3 2.97 0.055 2.09

16 0.15 4.73 3.7 0.064 2.87

18 0.15 4.9 3.52 0.071 2.87

20 0.05 4.25 3.17 0.077 2.46
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Figure 6.6: X-Means Results

6.5 EM Clustering Experiments

EM clustering experiments are done with reduced vocabulary size with PCA. EM algorithms

seems computationally complex as it is given a large feature dimension. So, PCA is used for

conditionality reduction of large feature space to smaller one.

EM clustering experiments are given in Table 6.6. Dataset spit for the experiment is given

below,

Table 6.5: EM clustering setup

Training data size 3972

Test data size 992

Vocabulary size 4000
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Table 6.6: Experimentation Report of EM

Clusters # PCA # Dunn Index DB Index CH Index Clust. time (sec.) Train time (min.)

3 10 0.01 2.55 314.68 0.008 0.037

4 32 0.02 3.29 157.72 0.042 0.34

3 64 0.03 4.80 93.29 0.196 1.08

Figure 6.7: EM Results

6.6 Experiments with dimensionality Reduction

To reduce the feature embedding dimensions PCA is applied to original feature dimension.

Reduced feature dimension gives computationally efficient and accurate performance.

6.6.1 Experiment1

Experiment1 setup is given below.
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Table 6.7: Setup1

Training data size 3972

Test data size 992

Vocabulary size 4000

PCA 64

K-means clustering experiments for the setup given in Table 6.7 is given in the Table 6.8.

Table 6.8: Experimentation Report of K-Means using setup Table 6.7

Clusters # Dunn Index DB Index CH Index Clustering time (sec.) Training time(min.)

2 0.04 2.52 42.29 0.001 0.399

4 0.14 1.33 47.16 0 0.07

6 0.08 2.19 42.01 0.002 0.118

8 0.07 1.76 42.94 0.001 0.089

10 0.04 2.27 44.16 0.001 0.18

12 0.09 1.66 38.78 0.003 0.116

14 0.08 1.28 29.57 0.001 0.223

16 0.03 1.82 35.21 0.004 0.522

18 0.09 1.56 28.2 0.001 0.403

20 0.05 1.77 30.62 0.001 0.216
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Figure 6.8: K-Means Experiment1 Results

X-means clustering experiments for the setup given in Table 6.7 is given in the Table 6.9.

Table 6.9: Experimentation Report of X-Means using setup Table 6.7

Clusters # Dunn Index DB Index CH Index Clustering time (sec.) Training time (min.)

2 0.32 1.21 90.54 0 0.105

4 0.09 2.38 61.03 0 0.21

6 0.09 1.91 38.4 0.001 0.218

8 0.08 2.02 43.98 0.001 0.283

10 0.09 1.66 39.6 0 0.304

12 0.04 1.93 38.43 0.001 0.41

14 0.08 1.48 32.5 0.001 0.383

16 0.05 1.8 36.48 0.001 0.635

18 0.07 1.79 35.37 0.001 0.861

20 0.06 1.65 32.53 0.002 0.813
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Figure 6.9: X-Means Experiment1 Results

EM clustering experiments for the setup given in Table 6.7 is given in the Table 6.10.

Table 6.10: Experimentation Report of EM using setup Table 6.7

Clusters # Dunn Index DB Index CH Index Clustering time (sec.) Training time (min.)

3 0.04 4.47 29.55 0.014 0.89

6.6.2 Experiment2

Experiment2 setup is given below.

Table 6.11: Setup2

Training data size 3972

Test data size 992

Vocabulary size 4000

PCA 128

K-means clustering experiments for the setup given in Table 6.11 is given in the Table 6.12.
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Table 6.12: Experimentation Report of K-Means using setup Table 6.11

Clusters # Dunn Index DB Index CH Index Clustering time (sec.) Training time(min.)

2 0.14 2.12 15.21 0.001 0.293

4 0.1 1.9 38.86 0.001 0.098

6 0.09 0.78 19.83 0.001 0.063

8 0.02 3 30.2 0.001 0.369

10 0.02 2.53 25.15 0.001 0.514

12 0.02 1.89 22.83 0.001 0.244

14 0.08 1.28 20.59 0.002 0.16

16 0.03 2.11 32.69 0.002 1.369

18 0.02 1.93 18.24 0.003 0.576

20 0.08 1.83 27.07 0.002 0.923

Figure 6.10: K-Means Experiment2 Results

X-means clustering experiments for the setup given in Table 6.11 is given in the Table 6.13.
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Table 6.13: Experimentation Report of X-Means using setup Table 6.11

Clusters # Dunn Index DB Index CH Index Clustering time (sec.) Training time (min.)

2 0.1 1.28 75.48 0.001 0.187

4 0.06 2.35 43.42 0.001 0.249

6 0.02 2.49 36.01 0.001 0.494

8 0.12 2.06 46.92 0.001 0.436

10 0.02 2.74 28.62 0.001 0.775

12 0.06 2.44 33.36 0.001 0.732

14 0.06 2.1 30.14 0.002 0.851

16 0.003 2.26 26.94 0.001 1.477

18 0.03 2.21 21.76 0.002 1.948

20 0.03 2.09 24.92 0.003 1.94

Figure 6.11: X-Means Experiment2 Results

EM clustering experiments for the setup given in Table 6.7 is given in the Table 6.14.
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Table 6.14: Experimentation Report of EM using setup Table 6.7

Clusters # Dunn Index DB Index CH Index Clustering time (sec.) Training time (min.)

4 0.02 4.52 60.68 0.077 1.01

6.6.3 Experiment3

Experiment3 setup is given below.

Table 6.15: Setup3

Training data size 3972

Test data size 992

Vocabulary size 6000

PCA 64

K-means clustering experiments for the setup given in Table 6.15 is given in the Table 6.16.

Table 6.16: Experimentation Report of K-Means using setup Table 6.15

Clusters # Dunn Index DB Index CH Index Clustering time (sec.) Training time(min.)

2 0.03 2.94 36.31 0 0.419

4 0.02 2.06 51.18 0 0.081

6 0.02 1.54 41.97 0.001 0.113

8 0.02 1.88 42.31 0.001 0.094

10 0.03 2 47.78 0.001 0.25

12 0.02 1.63 29.93 0.001 0.123

14 0.05 1.71 41.42 0 0.287

16 0.04 1.9 57.37 0.001 0.273

18 0.07 1.54 47.59 0.001 0.259

20 0.06 1.52 47.48 0.001 0.485
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Figure 6.12: K-Means Experiment3 Results

X-means clustering experiments for the setup given in Table 6.15 is given in the Table 6.17.

Table 6.17: Experimentation Report of X-Means using setup Table 6.15

Clusters # Dunn Index DB Index CH Index Clustering time (sec.) Training time (min.)

2 0.07 1.38 81.77 0 0.583

4 0.03 2.3 53.92 0 0.116

6 0.02 2.06 46.39 0 0.186

8 0.02 1.85 37.99 0 0.18

10 0.05 2.12 60.02 0 0.287

12 0.01 1.98 34.67 0.001 0.42

14 0.04 1.55 48.85 0.01 0.724

16 0.02 1.57 37.38 0.001 1.061

18 0.02 1.72 45.44 0.001 0.648

20 0.02 2.11 31.31 0.001 1.024
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Figure 6.13: X-Means Experiment3 Results

EM clustering experiments for the setup given in Table 6.15 is given in the Table 6.18.

Table 6.18: Experimentation Report of EM using setup Table 6.15

Clusters # Dunn Index DB Index CH Index Clustering time (sec.) Training time (min.)

4 0.02 4.19 101.68 0.024 1.73
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Chapter 7

Conclusion

7.1 Conclusion

Evaluating best clustering algorithms is very crucial and important to the clustering task since,

there are number of clustering algorithms known till now. Three different algorithms for

clustering evaluation of Nepali news is discussed in this research work. K-Means, X means

and EM algorithms are compared with each other with the help of Dunn index, DB index,

CH index,clustering time and training time. When using those algorithms for clustering large

feature size of the dataset took much clustering and training time. So, for better computational

efficiency and accuracy PCA is used as a dimensionality reduction algorithm.

Experimental results shows for large vocab size and extracted features, X-means clustering

algorithm perform better then K-means and EM. EM computationally takes much higher time

for training. With reduced feature dimensions EM is good competitor for X-means. K-means

perform well for larger vocab size but not win the X-means in accuracy and performance. It can

also be concluded that when applying PCA prior to training to decrease the feature dimension

gives better performance in term of computational efficiency and accuracy.

To select the winner algorithm and setting the values DB index, training time and clustering

time must be lower and value of CH index and Dunn index must be higher. So, based upon

the evaluation results, we conclude the winning algorithm and strategies in some states as

follows. When feature dimension is high (>= 10000) K-Means perform better then others.

When applied PCA to reduce feature space, EM algorithm better performs than others. With

reduced feature space, K-Means still performs better then X-Means clustering algorithm. For

the figurative results, we averaged all the values of evaluation indices and found as follows.

For K- means the average values of Dunn, DB and CH indices are 0.079, 1.971, 28.086

respectively. For X-means the average values of Dunn, DB and CH indices are 0.076, 2.650,

33.701 respectively. Similarly, for EM the average values of Dunn, DB and CH indices are

0.0250, 4.190, 95.120 respectively.
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7.2 Recommendations

This research work can be further extended for better accuracy and efficiency. Below are given

some of the dimensions that can be explored with this thesis work.

• Including machine learning based word embedding calculation such as word2vec and

fastText for better semantic representation of the news documents.

• Experimenting other clustering algorithms like DBSCAN, Hierarchical clustering or

deep learning based clustering.

• Experimenting TF-IDF and other embedding based feature extractions methods.
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