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CHAPTER ONE
INTRODUCTION

1.1. General Introduction

So far as contemporary international trade is core® the trend has been to reach
capital trading along with current account tradiAger Nepal's accession in WTO as
147% member drastic reforms have been implemented @maeuic policies since
eighth plan (for the duration of 1992- 1997) witfe tobjective of liberal, competitive
and market oriented economy. Immediately after miahd tenth plan taxation,
industrial, trade, financial, foreign investmendaexchange rate policies have been
substantially liberalized. In view of these progigs reforms whether the objectives

have been achieved or not are yet to be assessed.

Nepalese economy is almost influenced by Indiamesty due to open border that
comprises of almost three fourth of its perimeterr@unded by Indian territory,
pegged exchange rate policy with India (NRB, 19@6kr growing economy as well
as observed gradual hegemony on the region (Pa66; ZPeople’s Daily Online,
2009; Hanif, 2009). The economic policies, forefgiicies and politics of India need
analysis to reap advantages as well as get ridag@rds that may evolve due to
unpreparedness of Nepalese economy. Further, anetlee growing economy of
China, whose integration in the global economys&tified with surges in exports and
imports (Prasad, 2004) including Nepal should metunderestimated. Considering

the possible influences it should also be consdipegallel with Indian economy.

Although international trade has been the mostomamt influencing concern for

politicians as well as economists, another fornmtérnational exchange in the form
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of purchase and sale of financial assets- such cmslsh stocks, and derivative
contracts are gradually out pacing the traditidrede (Nair, 2006). Whatever may be
the form of trade, currency convertibility is therst prerequisite. Currency
convertibility refers to the freedom to convert oreurrency into another
internationally accepted currency. There are twan® of currency convertibility-
convertibility for current international transactgand convertibility for international
capital movements (Cooper, 1996). Government ofaNeas made full convertibility
for current account since February 12, 1993 (NRB96) but capital account
convertibility (hereafter referred to as CAC) hast been promulgated yet. These
signify that companies and Nepalese residents akemeceive and payments for the
import/ export of goods and services and be ablactess foreign currencies for
travel, education, medical or other designated geep. In the same way, foreign
currency can be freely converted into Nepaleseeogy for the acquisition of

Nepalese capital assets.

There is no formal definition for CAC, however, Wwitreference to Tarapore
Committee CAC is the freedom to convert local ficiahassets into foreign financial

assets and vice versa at market determined ratexabfange. That means home
currency can be freely converted into foreign cucies for the acquisition of assets
abroad. Thus if CAC regime is implemented in Nepa& Nepalese can invest,
disinvest, or transact in any property or asd&tbility of any country; convert one

currency into another or move funds anywhere in wueld where there is same
regime (i.e. CAC). The transactions are solely 8aseindividual concern and there

will not be any restrictions by law.
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However, the case of this Capital Account Conveéitiyas still on debate, not only in
Nepal but almost in all the countries that have fotlbwed this regime. It has been
hot issue for the developed countries that have ba@ewing the regime considering
its pros and cons and how to proceed/ implementcanttol the effects in the future
for the benefit of the corresponding country. lfeation is drawn towards Nepal's
case, what measures to follow based on economicigmkthat Indian government is
obliged to pursue as per their vision/ suitabitiged confirmation. This is not solely
concerned with Indian economy, as market penetrdtioChinese products have also
been soaring year by year; impacts of policiesofedid by China should also be in
consideration. So the characteristics of growiimgrfcial flow need close scrutiny.
We need to be prepared for the worst cases comgidehat might be the economic
impacts based on the policies and regulations eighiboring countries will follow

(Pyakuryal, 2007).

Before going to the depth of CAC issues, the foifgpbasics should be kept in mind;

Capital Account: The capital account is a part of the balance ofmEmts that
includes all the purchases and sales of finandaims except foreign exchange
reserves, in which one participant in the transastis a local resident and the other is
not. Usually, this account is divided into longrnteand short- term segments on the
basis of whether asset maturities are more ortless one year. Long- term capital
flows include direct investments by multinationahfs, purchases or sales of bonds
and common stock, as well as loans with maturitbsver one year. Short- term
capital flows includes money coming into or goingt of asset forms such as
Treasury bills, commercial paper, and bank accouaswell as the short- term

financing of export sales. The balance of capitaloant is obtained by subtracting
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lending to abroad from receipts from abroad. Nowr, dn example, if one of the
Nepalese company exports its products to India oneshber with 90-day payment
terms, the Nepalese balance of payments (BoP) atdor that year will show an
export (+) in the current account and a shortmteutflow (-) in the capital account.
During the following year, when payment is receideasim India for the goods, the
Nepalese capital account will show an inflow (+Hhugs completing the earlier

transaction (Jhingan, 2006).

It should be noted that the format of the capitadoaint will be little different for

fixed and flexible exchange rate. The IMF usesaese ‘Financial Account’ instead
of capital account. According to IMF, transferskial to the acquisition or disposal of
a fixed asset and the disposal or acquisition of pwduced nonfinancial assets is
used for capital account. Some of this involvesagions in which a foreign company
has put in place a “build and run” factory or poyd&ant, which is then transferred to
the host government at the end of a fixed peridee ansfer would be in the newly

defined capital account (Dunn and Mutti, 2004).

Current Account: It includes all the international purchases arndssaf goods and
services (including the services of capital, sidoedend and interest payments are
included), and its net balance represents the eh@am@ country’s net investment
position relative to the rest of the world (ROWheTcurrent account surplus means
that the country either increased its net credpwosition or reduced its net

indebtedness by that amount during the year.

Foreign Exchange Reserve:lt is the foreign financial assets held by governtre

central bank which are available to support thentyis BoP or exchange rate.
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International reserves serve for the countries shme purpose that bank account
serves for individuals. They can be drawn on tolpHly and debts, they are increased
with deposits representing net export sales andatapflows, and they can be used
as collateral to borrow additional reserves. Castoant or international reserve
account includes holdings of gold, the country’serge position in the IMF, and
claims on foreign governments and central bankes@&Hunds are used to finance
deficits in the remainder of the accounts, and gaysare made into these reserves

when there is a surplus in other items.

If a country’s Current Account (CA) and Capital Acnt (KA) sum to a positive

number, its Foreign Exchange Reserve (FXR) aséetsid increase ( or its reserve
liabilities decrease) by that amount. That is: CAKA- AFXR=0 must hold true;

whereA shows the changes in corresponding variable. Sirereases in the reserve
assets (or reductions in liabilities) representiaus in the payments accounts, the
total for all items in the BoP accounts must sunzéoo. Due to some statistical
discrepancies the equation may not be balancefrabis Error and Omissions are
created as additional element in the BoP so ase&p khe identity balanced.
Objectives of every country are to facilitate tmernational transactions through

suitable policies that keep the above identityatahced state as far as possible.

1.2. Aspects of Capital Account Convertibility

It is of utmost importance to evaluate the perfarogaof the current economy before
taking any decision for choosing newer liberal giels. In view of this, historical
steps taken by Nepal towards the liberalizationeobnomy, probable challenges,

merits and demerits for accepting CAC have beeta@med.
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1.2.1. Capital Account Scenario and Prospects ofAT for Nepal

Formally the constitution of Nepal 1990 initiatecbaomic liberalization through the
enactment of entry to FDI. For the purpose of maticdevelopment, policies that
pursue necessary background to attract foreigntalagnd technology have been
directed but implicitly promoting indigenous invesnts at the same time. The
Industrial Policy 1992 and Foreign Investment arethnology Act 1992 are the

outcomes of directives of Constitution of Nepal Q99

Before 1991, external sector policies had the ¥alg three features;

i. Strict and rigorous control on the foreign exchafaylity to be provided to
the general public

ii. Official recommendation required for most of thepgmses for which foreign
currency was required and

iii. Restrictive and regimented commercial import polimder which foreign
currency would not be provided at the declared tai#l and unless some sort of

premium was paid to the government (Forty YealS®RB, 1996).

The reasons behind such above controls were dilne tstrict nature of exchange rate
policy of that period. The exchange rates of cotilvler currencies used to be fixed by
the Central Bank without considering market forasseflected in demand and supply
factors. The demerit for such an arrangement was élchange rates thus fixed
lagged behind the required adjustment resultinghiige premium due to which

rigorous control on the distribution of the excharigcility was necessary. The delays
in acquiring license for the procurement process #e load of premium for the

central bank automatically hindered genuine indaistievelopment.
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Considering all these drawbacks, policy for partahvertibility was adopted. The
major features of this policy were to allow the keirforces to determine the
exchange rate of the convertible currencies. Comialebanks could fix their
exchange rates as per demand and supply factorskeMaxchange rate was
applicable to 65% of export earnings at the begignand subsequently it was
increased to 75%. Since all the foreign currenayniags were not allowed to be
converted at the market determined exchange rhig,pblicy was called Partial
convertibility (NRB, 1996). Furthermore, import pexures were made open through

the policy of OGL (Open General License).

With progressive moves, finally Nepalese Rupeeswade fully convertible for the
current account transaction after February 13, {982B, 1996). This policy allows
all the foreign currency proceeds to be convertetthie market rates. Up to 100% of
earnings of exporters were permitted in their fgmecurrency accounts. Considering
the commercial policy, except for certain specifigeins, all other goods were
included in the OGL import list. However, it shoul® noted that NRB played
supporting and facilitating role so as to mainfaioper balance between the domestic
interest rate structure, liquidity conditions amxteenal sector transactions. In this
process, NRB has been adopting a policy under whienvention in the local foreign
exchange market is undertaken as and when requiredtervention by NRB is
needed, objectives of exchange rate stability apnddity management are the main

guiding lines.

As observed, gradual progress towards full conviityi of the Nepalese Rupees in
capital account is the target. Currently, CAC fdRMWs is in beginning phase. Soon

NRNs can open account in USD in Nepalese Fls. ASNBB, the main inhibiting
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factor to achieve full capital account convertilyilis the pace of the reform in India.
Though India nearly has been to fuller CAC, we at#l behind; which needs
identification considering the close economic ielahip between India and Nepal.
As this economic relationship cannot be delinkedtable move towards CAC at a

suitable time is necessary to prevent any adverpadts in the economy.

Usually the requirement for the injection of capisa prerequisite for LDCs like
Nepal. Due to lack of sufficient capital investmestonomic growth and employment
opportunities are already in dilemma. Gap betwéengross saving/ GDP and Gross
Investment/GDP justifies this scenario. This sawamg Investment gap which was -
12.8% in FY 2002/03 is increasing year by year. F6r2009/ 10 it was estimated as
-27.6%, however insignificant improvement to negatP3.5% is observed if first
eight months’ performance is observed for FY 2010/(Economic Survey, MoF,

2011). This certainly justifies the need for calpiuirement for Nepalese economy.

However, the injection of capital should be for gwotive sectors that generate
employment and revenue for the country so far asettonomic surveys indicate that
the country’s economy is gradually turning to cangtion oriented due to remittance
income. Political instability and lack of consensaimong parties regarding core
economic plan/ objectives with due consideratiomtplementation and other factors
have resulted uncertainty among people and inv@gi®gavings and investment rates.
According to MoF, Nepal, consumption to GDP thatost at 88.3 percent in FY

2000/01 has gone up to 93.3 percent by FY 201%& % result, the rate of domestic
savings has come down to 6.7 percent from 11.7epéduring this period. Hence, in

order to activate economy, it is highly recommendecreate the foundation for

economic growth through enhancement of saving amekesiment levels by
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discouraging unnecessary consumption. Althoughidareemployment remains a
major source of foreign currency for the countrythe long-run it could fall in the
remittance trap that needs to be seriously coresiddyy creating employment

opportunity within the country employing youths.

Time has come to assess whether the implicatidallofurrent account convertibility
has yet to be assessed. Are we able to cope fosactions of bigger amounts in
foreign currency without causing any hindrancermtability to the economy? This
guery is vital before we move for any form of capiaccount convertibility. As
foreign currency is acquired through export of goaahd services, it is below par;
instead remittance has filled this void. In the eale® of investment- friendly
environment as mentioned above energy crisis antlicting labor relations are also
the other significant factors that have exacerb#tedndustrial sector. Coming once
again to MoF Nepal statistics, industrial sect@BP growth rate over past 10 years
averaged only to 0.3 percent. Contribution of teéxtor from 9.0 percent in FY
2000/01 has disappointingly slipped to 6.5 percent=Y 2010/11. Finally, the
adverse impact of weak industrial sector thatrn&dd and responsible for external
sector ends with continuous trade account defiditeere was BoP deficit in FY
2009/10 for the first time in the previous eightig@ Observation of statistics for the
first eight months of the current fiscal year rdgeaontinuation of BoP deficit
situation thereby gradually depleting foreign exue reserves. In average the
capacity of reserve to cover import for goods wppreximately 11 months in the
periods of FY 2000/ 01 to FY 2008/ 09. Howeverf-i 2009/ 10 coverage of import
for only up to 8.7 months was reported. The treppears to be declining or limit to

the previous level. In order to cope up such deficies of the economy, there is the
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need of promoting exports through effective implatagon of the Commerce Policy,
2009; and Industrial Policy, 2010. In addition, meation of export oriented
industries, identification and market promotion ekport potential items and
enhancing the competitiveness of such goods isllgqutal. Besides, improving the
slipping export trade by promoting the export ¢ tlepal Trade Integration Strategy,
2010 identified goods and services is of utmoseasity.

Human labor export is gradually becoming the maource of foreign exchange
earnings and sustaining the positive BoP. Therefoig necessary to make this sector
more systematic and take additional initiative thoe flow of remittance through the
formal channel. The challenge necessarily lies aking institutional arrangement for
providing training and skill to raise demand forpgdéese labors at the international

level, and guide the flow of remittance to the prciive sector.

As far as the move to capital account convertipiig concerned, the emphasis on
improvements of financial sectors/ institutions dimhncial deepening has been
identified as crucial prerequisites. Concerningaficial deepening of Nepal gradual
improvement has been recorded. However, the fiahintstitutions are urban centric
thereby lacking coverage to all the territorieshiitthe country. In comparison with

the number of FIs during 1990s, when there werg finlr financial institutions, now

outstanding progress is observed with current nunolbe=Is as 277 according to

Banking and Financial Statistics, NRB as of Miduary 2011. Among them 30 are
commercial banks, 87 development banks and 79 dmaompanies. Remaining are
21 micro- finance development banks, 15 saving amdlit cooperatives and 45

NGOs (financial intermediaries).
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When the performance of Fls are taken as the besmdhnstatistics show higher
NPAs (or NPLs), which need significant improvemfmmtthe betterment of economic
performance. But it is interesting to note thattiieed of improvement is indicated by
declining NPL to gross loan ratio year by yearthé same for Commercial, Nepal
Bank Limited, and Rastriya Banijjya Bank (RBB) a@mpared, the best performance
is observed for commercial banks then followed kgp&l Bank Limited. As of data
by NRB, Mid January 2011, RBB NPL to gross loasignificantly higher (12.37%)
but with great improvement in comparison to 60.1%%2003. Except Nepal
Bangladesh Bank and Agricultural Development Balikother commercial banks

have the ratio of less than 5%.

With some current news regarding policy promulgatm the benefit of NRN (Non
Resident Nepalese) those NRNs can invest in Shanels Equities in National
Financial Institutions (FIs), once again after tdecades discourses have heightened
regarding Nepal’'s move towards capital account edihility. With Asian financial
crisis that was observed during 1997, which wemght to be the result of sudden
move towards capital liberalization without suféint preparation, those countries
which have made up the mind slowed down for preparaThis not only happened
in Nepal, but India and China also did not promgdtecaction towards their economic
reform just focusing capital account liberalizatiddeeping in view the negative
impacts, reform in financial sectors, improvememtsindustrial sectors to seek

financial as well as economic stability were givke topmost priorities.

If the economic indicators of India and China amensidered, they are quite
progressive and stable. Referring to the World Boaio Outlook series data of IMF

from various issues, GDP growth are in increasiagd though with some deviations
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after the 2008 due to effect of Subprime crisi@d7. The growth rates of 9.6 and
9.1 for China for 2008 and 2009 respectively wherde corresponding values are
6.4 and 5.7 for India. Further, considering thejgrtions up to 2011 for both the
countries (10.5 and 9.6 for 2010 and 2011 respalgtifor China and the
corresponding values of 9.7 and 8.4 for India)tifies that the economies are moving
healthily. However, if the same thing is considered Nepal after degrading
performance of 0.1 percent in 2002 due to confiidls slowing taking pace. But on

comparison to the decades of 1990, the growth dosssem significant.

Though due to unique geographical location in betwenly two countries, two third
of perimeters surrounded by India and remainingp Wihina, crisis seem to have been
insulated due to their relatively outstanding perfances. China and India’s partial
liberalization in the world economy and Nepal's momy being mainly exposed to
these neighboring economies especially in high¢ergxwith Indian economy can
also be the other reason. Further, stagnant sharedostrial activities resulting
unfavorable trade term with trading partner coasttas spurred devitalizing effects.
On contrary, share of import to GDP is increasifgereas the share of export to GDP
is decreasing thereby increasing trade deficitsistified by more than 28 percent of
GDP in FY 2000/01 increasing to 32.2 percent of GDIFY 2010/11, which is not
favorable for Nepal. If export is compared with B¥00/01, share of export in GDP
has drastically reduced from 15.8 to nearly hals (@rcent of GDP) in FY 2010/11.
In the same way, rate of inflation continued to a@mhigh in the current fiscal year.
The rate of inflation has moved up to two digit®.7) from average of 4% increases
around early 2000s, indicating dearer life day lay @nd unreasonably lower real

interest rate on capital.
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Finally, to conclude this section a recent thowyd experience shared by governor
of RBI, Dr. D. Subbarao at NRB premises on histuisat “the price stability and
macroeconomic stability do not guarantee the fir@rstability” has so much to warn
for any move to capital liberalization. So, micmagential supervision is necessary
for every central bank to maintain financial stepil However, micro-prudential
supervision is necessary but not sufficient. Itdseé be supplemented by macro-
prudential oversight. As briefly explained abowe cbpe up with the weak economy
that is lacking capital investment especially thlylouhe contribution of government,
special attention is necessary towards curbingatchymtive recurrent expenditure and

enhancing productive utilization of developmentexgliture.

1.2.2. Benefits of Capital Account Convertibility

Usually benefits depend on the size of the econamgrket scopes and extent of
liberalization. If the purpose is for real econoragtivities like industrial, agricultural
and other important productive sectors, it will @gositive impacts like increase in
employment level and poverty reduction. Howeverit ifs just for speculation and
investment in stock markets it will not have anysifige influence on the economy

(Paudel, 2009). The following benefits can be sunwed,

-Inflow of FDI

-Financial innovation with integrated developed Man a low cost of liberalization

-Flow of technology and intellectual property

-Stabilization of economy through diversification
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-Deepening of the domestic financial system

-Allocation of resources to the most productiveaare

-Improves macroeconomic discipline

-Promote domestic investment and growth

-Penalize bad policies for correction

-Increase banking system efficiency and finandeibsity

-Increase the degree of efficiency of financiakegysby lowering the cost and making

more profits

1.2.3. Costs of Capital Account Convertibility

Usually there will be massive risks if CAC is prdgated without fulfilling
prerequisites like macroeconomic stability, streeging of financial system, proper
exchange rate management, etc. InternationalizatidfSS brings both ‘benefit and
cost’ where benefits are potential in the longbubthe costs are immediate. Thus, an
ad hoc approach to CAC without preparation can dead to extreme instability of
economy followed by sufferings to common citizeeile will be chances to fall in
crisis due to inability to withstand huge flowsaaipital (especially short-tem flows of
capital) as was observed in crisis in East AsiaonBmies (India, South Korea,
Malaysia and Thailand), Latin American Countriese{ito, Brazil, Argentina),
Russia, and Turkey around 1990s. The Mexico coisiE994-95, East Asian Crisis of
1997, Brazilian crisis of 1998-2000 and Turkey’'sisrof 1993-94 were entirely due

to capital account convertibility, which spread dther developing countries too.
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However, it is noteworthy that India being not @oling CAC regime and China
being operated under closed economy escaped tlaa Asmancial crisis. Finally, as
Nepalese economy is influenced in greater extetit activities in Indian economy
and to some extent to Chinese economy, it happpassible to escape the crisis. In
view of history and experience with other countrigsks that Nepal may need to
suffer on transition as well as full- fledged immplentation of CAC can be

summarized as under;

- Difficulty in maintaining overall macroeconomic bthty

- The problem of overbanking and unfair trade prastiEor example the more
the banks, more will be the cost and difficultiesegulate and supervision for NRB.
On the other hand more players in the same manke¢ase unhealthy competition
Nepal is facing the problem of overbanking in urbamneas, even before
internationalization. Hence, after opening the aedt would increase further.

- Difficulty in managing reserve and risks relatedetachange rate for Nepal
Rastra Bank

- Difficulty for small and medium financial instit@s to survive due to entry
of larger and experienced foreign financial insiios

- Difficulty in predicting and managing financial \atility. Capital (financial)
mobility being higher in international market inesplative terms, there are chances
of shifting from country to country in the searchhigher speculative returns. This
has solely remain the cause for financial crisigjciv will certainly be the most
prominent risk factor for developing county like e

- There may be chances of having difficulties in ping effective sterilization
policies. Inflationary pressure may increase, curi@gccount deficit may grow and

unintended appreciation of real exchange rate jlisrexport.
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- Possibilities of misallocation of capital inflows uinproductive sectors like
real estate and stock markets investment. Furéxehange rate appreciation diverts
resources from tradable to non- tradable sectds housing, hotels, tourism,
construction, etc.

- Chances of capital flight from Nepal due to poorf@enance of economy and
instability in politics.

- Effect of myopic and naive behavior, one of the trargical psychological
phenomenon as mentioned in so many literaturecbgaists that either enhances
further flight of capital as observed in South AskEconomies’ crisis or the behavior

that people just keep on hoarding the assets they Without investing.

1.2.4. Challenges for Capital Account Convertibiliy

Since the objective of the economy is to transfaw@AC regime with least risk and
hazards and maintain stability thereafter, it isf@mred to follow the gradual approach
as recommended by India Tarapore Committee (P&0i; Byakuryal, 2007), which
is very realistic for developing country like Nep&rior fulfilment of important
prerequisites like macroeconomic stability, fiscabnsolidation, exchange rate
management, financial deepening of the economyaretthe primary steps.

-CAC should be undertaken when the macroecononmandial and exchange rate
policies are in order. Liberalization of outflowsdainflows need to be conducted in a
balanced manner so that the pressure on exchatgamd money supply could be
minimized (Pant, 2007)

-Efforts must be made to bring exchange rate ofdiese rupegis-a-visindian rupee

to a realistic level to make CAC sustainable. Hogveanad hocshift from a fixed
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regime maintained for a long period of time to nedrttetermined regime could create
disturbances in the foreign exchange market.

-Nepal has not yet assessed properly the pre-¢onslitor CAC such as the progress
and impact of fiscal consolidation, the strengthfio&ncial system, predictability of
foreign exchange reserves, problems in sustaitad3DP growth and difficulties in
maintaining inflation. No satisfactory homework Hasen done to also find out if
relaxations on current account transactions hawgriboted to any flight of capital.
Despite the fact that Nepal's balance of payments r@serve position is better,
overall economic fundamentals are very weak (Pyaku2007).

-The capability of regulatory institution is notfcent enough to minimize the
pressure on exchange rate and money supply invé@ ef unrestricted outflows and
inflows of both domestic and foreign capital. Inagtice, because of the political
instability, the NRB Act 2002 has not guaranteeel thle of the central bank as an
autonomous monetary authority. Our experience shomenetary policy has
insignificant role in facilitating economic growtkor example, the changes in CRR
and bank rate to handle the fluctuations in theidiify are influenced by political
considerations rather than from standard monetaligypperspective.

-Much often efficient resource allocation (capitedchnology, etc) are advocated,
however, what about the relocation of experiena®all personnel who have higher
experienced. They may be pulled by strong inteonali FIs for their purpose with
high pay thereby leaking internal strategies ofiamat Fls. Price war for pulling
experienced staff may benefit few people but as feoley national financial
institutions get hampered.

-It is not always sure that big investors come &pal. Usually the trend in global

economy is observed that the big investors seelbiipmarkets and target bigger
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corporations. So far as our economy is concerngdsmall economy cannot provide
the base for bigger global investors.

-Ever observed declining political consensus reiggrdeneral long term economic
strategies, henceforth, implementation is sevdaelying and lagging in spite of some
initializations (like many Hydro projects, Irrigati projects, etc)

-Usually employment is also thought to improve amath of the profit/ salary earned
from citizens will increase. However, this will nbe as much significant because
higher level staff hired will be much from the fape country with much higher

remuneration, finally, that will expatriate to theiome country.

1.3. Statement of the Problem

The trend of economic globalization and liberaliatthat was noticed rush after
1990, every economies developed, developing or mraveloped have witnessed
ever increasing and tremendous volume of internatieorade. On contrary to the
traditional type of trades and production, many reewd sophisticated techniques of
production as well as diversification of productsl services can be observed. Every
element related with production and trade are gibyluurning mobile thereby
producing the contradiction with traditional tradleeories almost all of which
assumed labor and capital as immovable. Now the kias come for everything to go
beyond the horizon seamlessly. And CAC can alsodien as a step towards
liberalization of the economies, which, when timemes, everybody should

participate either willingly or forcefully just tadapt to the environment.

In view of these phenomena, to move along the ppstiole trend of liberalization,

the following issues need scrutiny so that our econcan either avert the economic
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hazards, prevent from being indulge into crisisTonimize any would be economic
damage before it can severely affect. Basically siidy focuses on the feasibility of
CAC promulgation with reference to the influencdsvariables capital account
balance, current account balance and foreign exghaates upon each other. Due
considerations have also been given to the cutrentls in international reserve and
real economic scenario of exchange rate systenepaN In brief, whether to opt for
CAC or not is the issue need to be resolved coriagléhe current economic status of

Nepal.

1.4. Objective of the Study

The major objective is to find out whether we aregosition to follow CAC or not.
However, its specific objectives are;

1. To present the time series analysis of interdepsralbetween capital account
balance, current account balance and real effeekgbange rate in Nepal

2. To examine the foreign exchange reserve trend

3. To examine the economic scenario of exchange fatepalese currency with

Indian currency

1.5. Significance of the Study

Considering gradually changing economic trends, @AG be treated as a means to
realize the potential of the economy to the maxinpossible extent at the least cost.

Given the huge investment needs of the countryiaadequate domestic savings to
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meet CAC, inflows of foreign capital become impasmat And if the events of Asian

crises are considered, inflow and outflow of cdpieeds some form of control.

The study being made is directly related to theaBe¢ of Payment (BoP); influence
of external economy will come in effect. Furthereoconsiderations being included
to get the possible current trends in internatiorakrve and real economic scenario
of exchange rate system in Nepal, empirical findoan provide suitable policy
guidelines. So it can be assured that this studlybenefit all the researchers related
to similar kind of studies, Government of Nepal pdeRastra Bank, for academics,

and all those who are interested in the relateit$op

1.6. Limitations of the Study

It is known to all that currently Nepal governmeaitibws currency convertibility for
current account only. To study its impact we canagéeast secondary data, however,
CAC has not been implemented yet and it's stilissue when and/ or how to go for
it. So for the time being it is not possible to gequired statistical data for the case of
Nepal. However, the study has been carried on usiteyant secondary data. In
summary, the following limitations may have chanadsgetting incomplete and

twisted results;

1. Policy implication and its implications will be setmow different at the time
of implementation as people, business people anérotrelated always try to seek
safeguard their motives. This will create discregyaof actual economic activity with
observed statistical data. So the data consideegdnot be accurate as what it should

be.
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2. Data of all the influential variables cannot beadhed as well as cannot be
included in the model. Data mining, for e.g. roumgdbf decimals might have slight

deviation.

3. Due to open border and many illegal transactioosjeserror will always be

there in the related statistical data.

4. Objectives of government may be different than wlias considered in the

study.

1.7. Organization of the Study

What should be the conditions prior and post toddygital account liberalization are
the main concerns of this study. The report hasbmganized in the following
manner. The first chapter will provide the introtan of CAC followed by the
prospects for CAC for Nepal, its merits, demeritd ahallenges. Then, the statement
of the problem, objectives of the study and limias of the study will follow.
Second chapter will elaborate Literature reviewsmtbude the opinion of economists
who have tried to delve in the depth of CAC. Som@adrtant literature reviews on

international reserves and exchange rates areralsamled.

The research methodology that explains the seleaifovariables and appropriate

econometric tools, nature and sources of datanaheded in third chapter.

Chapter four covers the output of all the empirisatategies and their analysis.

Finally, conclusion and policy implications or reemendations will end the report.
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CHAPTER TWO
LITERATURE REVIEW

Though some form of Capital Account Liberalizatibas been found practiced in
early 1990’s in developed countries, CAC was fasined as a theory by Reserve
Bank of India in 1997 by Tarapore Committee. Thepottee’s effort was to find out

the fiscal and economic policies that would enab®veloping (Third World)

countries to adapt to the globalized market ecoaenitheoretically, for CAC, assets
are required to flow in both directions freely. Frahe experiences, it has been
observed that Capital Account Liberalization haalded increment in investment. On
the contrary it has also eased quick liquidatioth @moval of capital assets from both
the domestic and foreign country. So, some formesfrictions rather than free flow

as advocated by developed countries need closgrscru

To specify, it is difficult to obtain the definitiofor CAC. However, as its theoretical
concept was coined by Tarapore Committee, CAC sefierthe freedom to convert
local financial assets into foreign financial ass@td vice versa as per the definition
by the committee. It is associated with change®wiership in foreign/domestic
financial assets and liabilities and embodies teaton and liquidation of claims on,
or by, the rest of the world. CAC can be, and agxistent with restrictions other than
on external payments. Simply, CAC would mean freedd currency conversion in
relation to capital transactions in terms of infloand outflows. This definition is just
an analogy to the definition of Current Account @entibility, which means freedom

in respects of payments and transfers for currgatnational transactions.

IMF puts an obligation on a member to avoid impggiestrictions on the making of

payments and transfers for current internatioraigactions, however, members may
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cooperate for the purpose of making the exchangeraoregulations of members
more effective ( Article VIII of IMF). Further, thenember countries can exercise
such controls that are necessary to regulate etiemal capital movements, but not
SO as to restrict payments for current transactionsvhich would unduly delay

transfers of funds in settlement of commitmentg{che VI(3) of IMF).

Tarapore Committee’s study prevails that the comssatry experience with capital
account liberalization suggests that countriesetaim some regulations influencing
inward and outward capital flows including thoseiahhhave an open capital account.
The 2005 IMF Annual Report on Exchange Arrangenagnt Exchange Restrictions
shows that while there is a general tendency amoungtries to lift controls on capital
movement, most countries retain a variety of chpatrols with specific provisions
relating to banks and credit institutions and msibnal investors. Even in the
European Community (EC), which otherwise allows estnicted movement of

capital, the EC Treaty provides certain restriction

Some literatures support that free capital accouttie context of global integration,
both in trade and finance, economic growth and avelfcan be found enhanced.
However due to some unpredicted (or neglected?ngds and experiences of
emerging market economies (EMES) in Asia and L#&tmerica which soaked in

currency and banking crises in 1990s, some chamgeise perspective of CAC have
been noticed. The costs and benefits or risks amidsgfrom capital account

liberalization or controls are still being debatthiong both academics and policy
makers. It's been argued that while there are eoimosocial and human costs of

crisis, extensive presence of capital controls waereconomy opens up the current
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account creates distortions. Capital control justkes them either ineffective or
unsustainable. These developments have led todwrasile caution being exercised
by EMEs in opening up the capital account. The Idtween capital account
liberalization and growth is yet to be firmly ediabed by empirical research.
Nevertheless, the mainstream view holds that dapiteount liberalization can be
beneficial when countries move along with a stromgcroeconomic policy

framework, sound financial system and markets supgdoy prudential regulatory

and supervisory policies.

While elaborating the Indian approach to CAC, thpeeconditions that need to be
met over three year period from 1998 after findla of Tarapore Committee have
been identified as;

i. Reduction in the gross fiscal deficit of the tahgovernment from 5% of
GDP t0 3.5 %

ii. Inflation rate not to exceed an average of 3% over the three years

iii. Reduction in the cash- reserve ratio of bafiken an average effective rate
of slightly more than 9% to 3% and a reductiontaf gross non-performing assets of
the banking system from about 17% to 5%.
Among these prerequisites, reduction in the nomperihg assets of the banking
system has been recognized as the most difficalliion to meet (Tarapore, 1998).
To achieve the objectives four attendant variabtbs- current- account deficit, the
real effective exchange rate monitoring band,ftreign exchange reserve and the
financial system have been considered as the ngsfisant variables (ibid). These
points clearly pinpoint the need for strengthenting financial system to deal with

increased competition as the most important presggquior CAC. Failure to make
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the necessary adjustments to these factors coypajdize the entire process towards

capital- account liberalization.

On regard to capital account liberalization, |&st tearful perceptions raised by Asian
crisis caused due to liberalization in capital fjJd8tanley (1997) persuades that the
potential benefits of liberalizing capital accouatitweighs the costs. For this
countries need to prepare well for capital accdibetalization- they especially need
to adapt their policies and institutions, particiyl&dinancial systems. However, he
favors IMF either to amend or add new clauses Hfier member countries to help
ensure that capital account liberalization is eariout in an orderly and non-

disruptive ways that minimize associated risks.

For the efficient use of scarce resource- capitahe world and if private property

right of an individual is concerned (s)he shouldriee to dispose her/ his income and
wealth based on their evaluation provided thatilitmot hamper other’s right and the

parties involved get profit (Cooper, 1998). Coopas drawn conclusion that except
in large and diversified countries with well- demeéd and sophisticated financial
markets, free movements of capital and floatingharge rates are basically
incompatible. Also free movements of capital areompatible with fixed exchange

rates but compatible with adjustable exchange .rafésis unless countries are
prepared to fix the values of their currencies @eremtly to a leading currency, or to
adopt a leading currency as their own nationalenay, they may reasonably choose
to preserve the right to control at least certami& of capital movements into and out

of their jurisdictions (ibid).
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It can be thought that CAC is the natural follow @p the current account
convertibility. It must have been the thought ttiahternational trade of goods and
services without any barrier is beneficial, thenywtot go for the freedom on
financial and physical assets’ trade? However, ahalogy in current account and
capital account is found misleading from experisndéarkets for goods and services
operate in most instances with some sort of efficyeand predictability but financial
markets do not. Financial markets are prone to asstmc information,
incompleteness of contingent markets and boundadnadity (Rodrik, 1998 and
Bhagwati, 1998). Similar remarks for the conseqeencf the failures which are
common among economists like Schneider (2000) andriR (1998a) can be
summarized as under;

» Tendency for excessive lending for risky projectse dto asymmetric
information that is combined with implicit insurac

» Tendency of mismatch between short- term liabgitand long-term assets
that leaves financial intermediaries vulnerabldank runs and financial panic. This
type of problem is particularly severe in crossrdeo transactions where there is no
international lender of last resort;

* When markets cannot be observed as thought by moaeggers (investors),
these managers are likely to place too little weahtheir private information finally
exhibiting the herd behavior. This behavior, innturesults in excess volatility and
contagion effect;

» Because asset values are determined by expectationg future returns, the
dynamics of asset prices can be quite rich exhipitiubbles

Rodrik (1998a) concludes by mentioning two sigmifit risks that could evolve

while following CAC — first, increase in the liquig to which borrowers in individual
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countries have access greatly magnify the effestshe market sentiments and
second, increase and transfer the systematic ths&agh contagion from one market

to other.

With due consideration for exchange rate systemrasdrve requirement almost in
all of the influential literatures by Tarapore (BJ9NRB (2000) , Schneider (2000),
Jadhav (2003), Ho-Don (2005), Nair (2006), Pyaku(2807) and so on important
literatures have been reviewed onwards. Usuallgissuon exchange rate regime are
found to argue on the appropriateness of regiméhdrnsame way, adequacy and/ or
the level of reserves and risks for holding thera found to be discussed. Here,
dependency of reserves being on exchange ratefitsbgexchange rate literatures

have been reviewed.

It seems clear that whatever exchange rate reginceuatry pursues, long-term
success depends on a commitment to sound economd@arnentals—and a strong
banking sector (Caramazza and Aziz, 1998). Reasdnintd moving to flexible/
basket approach is due to appreciation of peggererory and rapid increase in
inflation in developing countries in relation toethmain trading partner. Inflation
caused developing countries to depreciate theirrengy to main trade

competitiveness.

Recent growing trend towards flexible exchange ssems to be devised for open,
outward- looking policies on trade and investmeithwnuch emphasis on market-
determined exchange rates and interest rates. Hwwpsactically due to small and

thin financial markets, implementation of flexibexchange rate is difficult for
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developing countries like Nepal because few largasactions can cause extreme

volatility. This requires active management to reghide the market.

The early literature on the choice of exchange ratggme took the view that the
smaller and more “open” an economy (that is, theenmdependent on exports and
imports), the better it is served by a fixed exgjeamate. A later approach to the
choice of exchange rate regime looks at the effgictarious random disturbances on
the domestic economy. In this framework the beginme is the one that stabilizes
macroeconomic performance, i.e., minimizes flugtuett in output, consumption, the
domestic price level, or some other macroeconomuiaile. The ranking of fixed and
flexible exchange rate regimes depends on the enatud source of the shocks to the
economy, policymakers’ preferences (that is, tipe t9f costs they wish to minimize),

and the structural characteristics of the economy.

In general, a fixed exchange rate (or a greatereaegf fixity) is preferable if the
disturbances impinging on the economy are predamiynamonetary—such as
changes in the demand for money—and thus affecigémeral level of prices. A
flexible rate (or a greater degree of flexibilitiy preferable if disturbances are
predominantly real—such as changes in tastes bntdegy that affect the relative

prices of domestic goods—or goods originated abroa

Until recently, most evidence suggested that dewetp countries with pegged
exchange rates enjoyed relatively lower and maabletrates of inflation. In recent
years, however, many developing countries have thtaweard flexible exchange rate

arrangements—at the same time as inflation haveecdown generally across the
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developing world. Indeed, the average inflationerdbr countries with flexible
exchange rates has fallen steadily— to where itoidonger significantly different
from that of countries with fixed rates. The peveei need for greater flexibility has
probably resulted from the increasing globalizatdrfinancial markets—which has
integrated developing economies more closely iheodlobal financial system. This

in turn imposes an often strict discipline on threacroeconomic policies.

Trade-offs exists between fixed and more flexikdgimes. If economic policy is
based on the “anchor” of a currency peg, monetaligypmust be subordinated to the
needs of maintaining the peg. As a result, the durof adjustment to shocks falls
largely on fiscal policy (government spending aaxl policies). For a peg to last, it
must be credible. In practice, this often meang fisgal policy must be flexible

enough to respond to shocks.

As much reiterated, movement toward full capitatcamt convertibility, however,
can succeed only in the context of sound econommddmentals, a sound banking
sector, and an exchange rate policy that allowszate flexibility. Greater exchange
rate flexibility need not imply free floating. Itag, for example, involve the adoption
of wider bands around formal or informal centralifi@s and active intervention
within the band. The greater the role of fiscalipetin helping to adjust the
economy to changing conditions—the less the needvider bands or large-scale
intervention. Nevertheless, exchange rate adjudsmeny be needed at times. Under
any regime, appropriate and transparent econondcfiaancial policies are critical
for safeguarding macroeconomic stability. They magt, however, always be

sufficient to prevent exchange rate volatility (@azza & Aziz, 1998).
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Nepal is following dual exchange rate policy, fixedh India and flexible with other

countries. At the present situation of dual exclearage policy CAC, fixed exchange
rate regime and independent monetary cum fiscatyalo not go together if the

theory of impossible trinity by Mundell- Fleming onsidered. According to the
Mundell- Fleming model a small, open economy caraaitieve all three of these
policy goals at the same time: in pursuing any tithese goals, a nation must forgo
the third. The experience of other developing coestdepicts that CAC would not be

sustainable, if exchange rate is pegged (Sigdé7 20

Further consideration as reflected from the stuidthe relationship between REER
and GDP on the Nepalese economy by Thapa (2008) #xists two channels of
transmission for the real exchange rate to affeohemic activities- the aggregate
demand channel and the aggregate supply chanrekraditional view has it that the

real exchange rate operates through the aggregatardi channel. This means that
the depreciation of the real exchange rate enhaheemternational competitiveness
of domestic goods, boosts net exports and eveptealarges GDP. The aggregate
supply channel, on the other hand, purports treatlépreciation of the real exchange
rate increases the cost of production and helgstrixlite income in favor of the rich.

These two effects lower aggregate demand causimgoetic contraction. The

empirical study shows that the traditional viewdsofor Nepal and implies that Nepal

should at least keep the real exchange rate canstan

Upon delving into view of Rodrik (2008b) , he hdsaly associated overvalued

exchange rate with shortages of foreign currenent-seeking and corruption,
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unsustainable large current account deficits, BoRses, and fluctuating
macroeconomic cycles. Certainly all of these amaalging to the economic growth.
On contrary, just as overvaluation hurts growthdemaluation facilitates it. These
have been substantiated with the high- growth pleriof most countries that were
associated with undervalued currencies. Much ofstlgistics have proved to have
linearity relationship between a country’s realtetge rate and its economic growth.
However, Rodrik has affirmed that this relationshiplds only for developing
countries; it disappears when tested with richeuntges. The relative price of
tradable to non- tradable (the real exchange retmother way) seems to play a more
fundamental role in the growth process. In the tmion he has recommended a
more practical approach which is to subsidize toéelproduction directly, rather than
indirectly through the real exchange rate. The dfiretrategy of subsidizing
production of tradable is achieved without spille/& other countries, which should
be the main point. A production subsidy on tradabb®sts exports and imports

simultaneously.

Broda (2000) found that real GDP growth responses the time path of the real
exchange rate are significantly different acrossharge rate regimes. In response to
negative terms of trade shock, fixed regimes hakgel and significant losses in terms
of real GDP growth and their real exchange ratensep depreciate after two years.
Flexible regimes, on the other hand, are associaiéd small growth losses and
immediate large real depreciations. Negative shaulksinflationary in floats and
deflationary in pegs, though differences are natagk significant. The picture that
emerges is consistent with the conventional wisdbat flexible exchange rate

regimes are able to buffer real shocks better fhxaa regimes. For developing and
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emerging Asian economies, the choice of regime ddiest the economic growth
rate. Non- linearly managed float outperforms ottegzimes — but do not affect the
variability of growth (Huang and Malhotra, 2004héir findings suggest that how the
choice of exchange rate regime affects economiwvtraritically depends on the

level of development of that economy.

The choice of exchange rate regime on the basthasfe factors requires complete
information on their status, and does not dependranfactor alone. Furthermore, it
also depends on the policymakers' objectives. dfdhjective is inflation reduction,
then usually a fixed rate regime is the choice. E\mv, if the objective is correcting
external balances, then exchange rate flexibisitthe choice. If all factors are given
equal weights, the outcome of choice between fiaad flexible regime may be

decided in favor of the latter.

Currently observed inflationary trends (higher atitbn) in Nepal, needs to be known
whether it is due to exchange rate or not. If ihdé due to exchange rate (or only if
influences is in smaller percentage), then thetathg may be the cases;

i. Whether NRs is appropriately valued: For thisweed to consider CAB (of
which trade is a significant portion). If the view§ Ishfag (2010) that for non-oil
producing countries, CAB as a percentage of GDdoise to zero then the exchange
rate is generally considered to be appropriateljued is supposed. However,
deviation from fair value may persist for extengegiods. Further, generally, larger
deficits would indicate overvaluation and largerptuses undervaluation of the

economy’s currency versus trading partners’ cuiesnc
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ii. Whether the currency regime is appropriate: algument for the use of the
IRs as an anchor currency is essentially baseth@trade profile of the Nepal (with
significant transactions being involved with Indiand remaining involving
transactions in other currencies). In general teriing currency choice in a fixed
exchange rate regime is important in order to awwidituation where the local
currency gains in value significantly vis-a-vis it&jor trading partners' currencies
thus hampering exports and enlarging imports volumkich is obviously more
critical for countries running current account di$ like Nepal. The prolonged CAB
deficits faced by Nepal should be due to poor exporersification and export of

relatively elastic products.

Now moving on to the international reserves, manege of reserve is a vital aspect
of macroeconomic policy. With ever increasing lddezsation/ movement of capital,
there are similar chances of facing vulnerabilitiesding to crisis. For this holding
sufficient amount of reserve may be good idea tolzat uncertain excess reversal of
capital flows, however, at the same time holdirmgdaevels of reserves may cost an
economy as investment opportunities will be losl ampayment of external debt a
country incurred with ROW keeps on increasing. Hesveit's been often felt that
authorities care much about cost of crisis resyittiom currency depreciation as well
as the consequence of substantial loss of outpet afirrency crisis (Chakravarti,
2008 and Frenkel, 2005). Besides these, the obgebehind holding reserve are also
to provide insurance coverage to counter the riegulisk perceptions of the economy
as a result of unfavorable politics, to smoothearitemporal tax burden especially at
the time of adverse productivity shocks usuallyestred in developing countries.

Holding reserve may also be for a reasonable invest strategy when the values of
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foreign currency assets are negatively correlatéd that of domestic investments

(Choi, Sharma & Stromqvist, 2007).

From an economic viewpoint, it makes sense thaeldging countries hold most of
the reserves, even though their economies are hsolargest ones. Industrialized
countries have more stable currencies, diministiiegrisk of currency depreciations.
Furthermore, they have more access to capital grkeking borrowing easier and
cheaper than holding reserves. Nonetheless, theme ongoing debate about whether
or not large holdings of international reservestsreficial for a developing country.
Those who argue against large reserve holdingg pairthe investment opportunities
available in developing countries that are usudlti in foreign reserves. Clearly,
large reserve holdings represent a huge socialrappty cost. However, investing
those reserves would bolster the money supply aodease inflation. Another
argument against holding large volumes of resengeshe enormous financial
opportunity cost of holding those reserves. Notyosl money not being used to

develop the country, but it is earning virtually redurn.

Reserves are usually held as short-term investmientsrder to guarantee their
liquidity, so earning is of very low interest raté&herefore, the foregone return of
foreign reserves is very high. Overall, the litaratoffers no definite conclusion on
the net gain or loss associated withholding reserge for explaining the current
reserve hoarding in Asia, several arguments haga bet forth. One argument is that
reserves are a by-product of the countries' exahaate regime. Another theory
suggests there is a precautionary motive behindrreshoarding, suggesting that

countries are insuring themselves against finanoieles (Aizenman and Marion,
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2002). Yet another possible explanation suggess hilgh level of reserves are a
consequence of Asian countries’ mercantilist desirkeep their real exchange rate
devalued against the dollar to bolster the domesticnomy (Flood and Marion,

2001).

In a comparative study between factors affectingiém currency reserves in China
and India, Romero (2005) has examined the effediftdrent exchange rate regimes
on reserve holding. The accumulation of foreignhexmge reserves in India is best
explained as a function of exchange rate volatdityl the degree of openness of the
economy. The impact of one-time shocks, such agwrcy evaluations, and structural
shocks, such as trade liberalization, are captuwéte estimating equation. However,
the factors driving the accumulation of foreign lexge reserves in China remained

as puzzle.

Under a fixed exchange rate system, reserve hading expected to be larger, since
they are necessary to maintain the exchange ratdestAlthough the nominal
exchange rate is fixed, the market can still afteet real exchange rate. The central
bank might find it necessary to use reserves ogrationetary tools to maintain the
peg. Simultaneously, a fixed currency can be sutilijecspeculative attacks. Large
reserve holdings would be necessary to countehasietattacks. Therefore, under a
fixed exchange rate system holdings of reservegxpected to be larger, since they
are needed to maintain the fixed exchange ratdest&puntries with a flexible
exchange rate are not expected to maintain a ayreeg, so requiring fewer
amounts of foreign exchange reserves. These ceantiill still hold reserves, since

they are important monetary tool and a means teirs®ire against major financial
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crisis. However, their reserve holdings should bpped at some optimal level in
order to avoid the cost of holding excessive reserKeeping the above consents,
central banks are generally thought to hold staak$oreign reserves in order to
stabilize their exchange rates through interventionhe foreign exchange market.
Unchecked exchange rate instability would trangiatie internal imbalances (Batten,

1982).

Usually if the evolution towards study for the detmants that influence the
magnitude of international reserves is observadpal most of the literatures share
common views. Most of the studies base theoriesldped in 1970s and 1980s with
some modifications. Frenkel, in his 1978 semingbgpaargued that the marginal
propensity to import (MPIl) measures an economy&nopss to external shocks, and
therefore would be positively related to foreigmrency reserves if the reserves were
held as a precautionary measure. Frenkel measucedirary's MPI as the ratio of
imports over GDP. His study concluded that "optineslerve holdings would increase
as the volatility of reserves increased." His eiglrstudy showed that volatility of
reserves is indeed a robust predictor of foreiggemee holdings. Building from this
argument, a precautionary theory of internatioreerve demand developed. This

model proposed that reserves are held as selfansaragainst financial crisis.

This explanation drew directly from the buffer-dtoargument. The buffer-stock
theory argued that reserves are financial stocksraalated in times of abundance
and are depleted in times of scarcity. Mendoza 4200ewed this precautionary
analytical framework as a "natural extension opadlvious theories." Distayat (2001)

built on his work and developed a reserve demandiefi@ompatible with the second
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generation financial crisis". Barten (1982) conédcan empirical study partly based
on Frenkel's model to determine the demand foridareeserves under fixed and
floating exchange rates. He developed an argunmechlied the intervention model,
which assumed that reserves are held only to erithbleentral bank to intervene in
foreign currency markets. He identified four magl@terminants of reserve demand:
the variability of international payments and retgi the propensity to import, the
opportunity cost of holding reserves, and a scalgable measuring the size of

international transactions.

Aizenman and Marion (2002) focused on the demanéhfernational reserves in the
Far East compared to the demand in other develgmuogtries. Their research found
that reserve holdings for the 1980-1996 periodstiaeeoutcome of several factors
such as: international transactions, internatidreaisaction's volatility, the exchange
rate arrangement, and political considerationseAfhe 1997 Asian financial crisis,
they found that this model significantly under- gicted reserve holdings. In their
research they showed that "sovereign risk andyc®s# collection to cover fiscal

liabilities lead to a large precautionary demanceserves".

Although the literature reviewed here proposes rs¢wariables as determinants of
reserve holdings, little has been said about resadequacy. Traditional measures,
developed after the Breton Woods system collapsd®71-1973, used to be rules of
thumb, such as three months of import cover. Resadequacy measures changed
after the onset of the financial crises in the ¥90alvo (1996) suggested that a

country's vulnerability to crisis should be measiyia part, by the size of its money
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supply, defined broadly, relative to its reservédimgs, since broad money reflects a

country's exposure to the withdrawal of assets.

In another study on demand for foreign exchangeerves for India, using
cointegration and vector error correction approdcidia’s long run demand for
foreign exchange reserves over has been observéd tetermined by the ratio
imports to GDP, the ratio of broad money to GDPchexige rate flexibility and
interest rate differentials. As reserve accumufatio India was observed highly
sensitive to capital account vulnerability and Issssitive to its opportunity cost,
need for Reserve Bank of India to speed up moreeatserve management practices

was recommended ( Prabheesh, Malathy and Madhu2Q&xr,).

Finally, if the reason behind reserve holding bypaleis concerned, investments,
liquidity maintenance, safety and profitability @ major guidelines. Major portion
(40 to 60%) is allocated for investments and o#@b for maintaining liquidity. The
objectives of six months’ import coverage and cdjplio cope with external debt

obligations are embedded in the reserve handlifndetnes.
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CHAPTER THREE
RESEARCH METHODOLOGY

3.1. Research Design

As already mentioned before, the topic is vaguetself because all the related

aspects of capital account convertibility cannotit@duded due to space and time
limits. If it is decomposed further, main objectiwél not be fulfilled. The study uses

existing data of relevant variables which are th@ result of CAC regime. The

following three cases have been recognized as tapopoints that need to be

considered for this study are (1) the time serieyais of interdependence between
capital (financial) account balance, current actobalance and real effective

exchange rate in Nepal; (2) the foreign exchangerwe trend and (3) the exchange

rate scenario of Nepalese currency with Indianenay.

3.2. Data Conversion and Test Statistics

Time series analysis has been chosen to captuer besl scenarios for all the cases.
As per the availability of data and their inclusion the models either yearly or
guarterly time series data have been taken. FatyyBme series data, periods from
1980 to 2010 has been included for the reason ithgibbal scenario is studied,
liberalization is found to begin since 1980s. Thigeo reason is also that for the study
we need GDP data, it is available only on yearlgifiaWhereas for quarterly time
series data, periods of 1993 to 2010 have beenredvier the reason that legally
Nepal began current account liberalization aftedtquarter of FY 1992/1993 (which
is taken as year 1993) though liberalization be§an1990. In spite of higher

influence of GDP, it has been discarded due to aitehility on quarterly basis.
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All the time series data have been transformece#&b values with base as the year
2001. GDP deflators have been calculated usingf@Mlepal, India and US. All the
CPI values used have been converted to 1996 dsm#eeyear from the data obtained
with different base years. Further, as the fisocahrg are different for all these
countries, they have been transformed to Nepaissal fyear so as to provide basis
for comparison. As CPIs of different countries aanipe compared in real sense due
variability of included goods and their weight dggsed on consumption pattern in
individual countries, the nearest CPIs have beeaysan as proxy for comparison.
Keeping this contrary in reality, national urbanl@?® Nepal, Industrial workers CPI
for India (NRB- Inflation in Nepal, 2007) and CPI-We., urban wage earners and
clerical workers) for US have been selected. Tla values have been calculated
using the following expression;

Real Value= [Nominal value/ GDP Deflator]
Currently Nepal quotes exchange rates with 19 cmsi(http: www. nrb.org.np,
2011). Among them all are flexible except Indiamrency. So the nominal exchange
rates keep on changing with all the countries’ ey except Indian currency. Unlike
RER which is bilateral exchange rate, REER is theamosite exchange rate index.
REER can be calculated taking trade shares ofhallttade partner countries and
multiplying such trade weights with respect to RiB&ices and sum them up. For the
purpose of study, NER index is calculated in teah®reign currency value of local
currency. In this case, a rise in the index repressa nominal appreciation of the local
currency. While calculating RER, the NER is adjdster the price differential by
keeping the domestic price (GRMesig In the numerator and the foreign price

(CPloreign) In the denominator. The values of exchange rate® been used in two
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ways based on the models. The models requiring dnlyl exchange rate, real
exchange rate (RER) has been calculated basea dallibwing expression;
RER= [CPloreign Nominal Exchange Rate of NRs to foreign currem@ykiomestd-
In the same way, real effective exchange rate inREXERi) uses the following
expression (taken from Thapa, 2008).

REERI = E (RERic. TWindgia) + (RERs. TWrow)];
where, RER: = the real exchange rate index of NC with IC, vahig just the inverse
of RER of NRs with IRs;
TWingia = Nepal's trade weight (share) with India;
RERs= the real exchange rate index of NC with the U8adowhich is just the
inverse of RER of NRs with USD and
TWrow = Trade weight with the ROW
Here we can include all the trading partner coestbut for the study REER index
has been calculated by taking only the most sigguifi currencies- Indian Rupees and

USD (Thapa; 2008) considering trade shares betwaba and ROW.

3.3. Test of Stationarity

To prevent from drawing any spurious inferences,aensure that all the time series
data are stationary. The Augmented Dickey-FulleDIEA test that requires the
estimation of the following regression equationsed for testing the presence of unit

root;

AYt = B]_ + th + SYt_l + Z mi:]_ Qlj AYt_i a7 (1),
whereAY -1 = (Y1 — Yi-2), AY2 = (Y2 — Y3) and so onfs, B2, & ando; are the

constants in the regression; ands a pure white noise error term. The null and
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alternative hypotheses may be written as 00 and H1:5<0 respectively. Taut)
value is evaluated using the conventional ratigdagestimated) /Standard Error of
estimated (S.E)]. Dickey and Fuller (1979) show that undex hull hypothesis of a
unit root, this statistic does not follow the contienal Student’s t-distribution, and
they derive asymptotic results and simulate ciitiedues for various test and sample
sizes. More recently, MacKinnon (1991, 1996) impdets a much larger set of
simulations than those tabulated by Dickey andefyiGujrati and et al, 2009). tf
<DF or Mc Kinnon criticalt values, we reject the Null Hypothes&s:0 indicating

that the time series is stationary.

3.4. Granger Causality Test

In case of regression in time series data, precedeh one variable upon other
variable or the direction of influence can be foundusing the Granger Causality
Test as developed by Granger (1969). It helpsnid dut how much of the current
value (say y) can be explained by its past values then to see whether adding
lagged values of other influential variable (saycah improve the explanation. Here,
y is said to be Granger- caused by x if x helpth@ prediction of y or if the lagged
coefficients of x are statistically significant. Wever, it should be noted that Granger
causality measures precedence and information mboteinfluence rather that the
cause and effect. Mathematically, the following tvegression equations run among

the time series variables x and y provide the Hasiebtaining the causality.
Xt = Zkizlali X + Zkizlam e (2)

Vi = Zki=1 Bli X + Zki:]_ BZi Vii Bt e (3)
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where e; and y; are the error terms for the corresponding equsfiéinis the lags
selected and t is the time upon consideratignao,; andp;i, B2 are the coefficients for
independent variables to be determined for theesponding equations. The selection

of lag(s), k is based on the LR ratio, AIC, HQ, F&tg SIC.

Now from equation (i), if the coefficients of laghyg (i.e.Y =102 # O or statistically
different from zero and the set of estimated coiffits on the lagged x (i.EX-101i)

= 0 or statistically not different from zero, thexdl be unidirectional causality from
y to x. Similarly, if>¥=1 B1i # 0 andy i1 B2i = 0, there will be unidirectional causality
from x to y. However, when the sets of coefficieafsx and y are not statistically
significant in both the above regressions the igrahip between them is considered
as independent. In the same way feedback or kalatawsality is considered if the
sets of coefficients of x and y are statisticallynificant in both of the regressions (i)
and (ii). It should be noted that the prerequisde this causality test is that the

variables should be stationary.

The approach of Granger Causality Test has beed tsdind out the causal
relationship between the current and capital acooarrent and real effective
exchange rate and capital account and real efeeetichange rate. Precondition for
this is the stationary data series of the variataken for the estimation of regression.
So first stationarity of the time series data of K& and XR are confirmed using the
standard ADF test. The following equations are uBmdestimation of Granger

causality if the variables are stationary;

KA = Y 2000 CAG + 521001 KAG + W e (2.a)
CAL = YX21B1i CAG + Y X21Boi KAL + Ve oo (3.a)
KA = Y o000 KA + 3521001 XRii F U veeveeeeeee e, (2.b)
XRe = Y621 Bri KA + Y521 Boi XRui Ve e, (3.b)
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CAL = 621001 CAG + Y2102 XRed + W oo (2.c)

XRy = 35521 Bai CAu + Y521 Pai XRii Ve v i, (3.c)
; where KA, CA, XR are capital account balancerentr account balance and real
effective exchange rate respectivelyand v are the error terms for equation 1s and
2s respectively all being different though the saymbols have been used whereas k
is the lags selected and t is the time upon coreid®. oy, oz, B1i andpy are the
coefficients for independent variables to be deteech for the corresponding
equations whose values are different with differeqguations though the same
symbols have been used. The selection of lag{s)b&sed on the LR ratio, AIC, HQ,

FPE and SIC.

3.5. VAR Methodology

Vector Autoregression is one of the famous foreagsnethodologies for time series
data. It is just an extension of Grangers Causkiyhod developed by Sims (Guijrati
& Sangeetha, 2007). The peculiarity of this methsothat it treats all the variables on
the same footing on contrary to many other modeés tlistinguish variables as
exogenous and endogenous. Relationship between timanetwo variables can be
achieved using this method. The only differencehwvite casuality model is that it
contains the lagged value of the dependent variabltne right hand side, hence, the
autoregression. In addition, as there will be vectomore than two variables, this

methodology is called Vector Autoregression.

Mathematically, the following three regression e@ues run among the time series
variables x, y and z comprise a VAR relationshipe 8an notice that the lagged

values of the dependent variables are also inclodatht hand side.
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Xt =o0g + zkizlali Xii + Zkizl(XZi Vi + Zkizlasi Zii b i (4)
Y = Bo + Y=t Bai Xei + XNz Bai Yei + 221 B i Zei F He cereereeeieeieeeeeneenan (5)
Zt=vot+ Zkizl Yii Xt t Zki=1 Y2i Vi t zki=1 Y3 Zti T Ot e (6)

wheree;, u; andv; are the error terms for the corresponding equatassumed to be
uncorrelated (Gujrati & Sangeetha, 2007 and Madiag), k is the lags selected and
t is the time upon consideratiam, oy, oi, 03i ;Bo, Bis P2i, Psi &NdYo v1i 1y 2i vsi are the
coefficients for independent variables to be deieech for the corresponding
equations. The selection of lag(s), k is basederiLR ratio, AIC, HQ, FPE and SIC.
Usually lags being empirically determined, one fouf the total samples are first
chosen. Coefficients of the significant variables anly considered. It should be

noted that the variables included in the model khba stationary.

The VAR model has been devised as under on theasifobtage as described with
equations (4), (5) and (6) in VAR methodology exciyat the variables of concern

are KA, CA and XR;

KA = ao+ YNz100i CAG + Ym0 KAri + Yiz103i XRei + Uk ... (4.9)
CA = Bo+ Yf=1B1i CAui + X5=1B2i KAw + Yf=1Bai XRei + Vi vvvvvvene (5.)
XRy =70+ Y21 v1i CAwi + X521 7 2 KAw + Y e1vai XRei Wi ... (6.a)

; where ap, o1, o2i, oz ,Bo, P, Pz2i,» Bai andyo, y1i, v2i, vai are the coefficients for
independent variables to be determined for equsiti¢ha), (5.a), and (6.a)
respectively (Please note that though the same agrhlave been used they will have

different values accordingly as per equationg)vidand wx are noise terms.

Since VAR models are also used for forecast, t@sessary to affirm whether the
residuals (or noise terms) are stationary and tbdemis stable. To confirm for the

stationarity of & vicand wy, ADF tests and correlogram have been drawn fan e&c
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them whereas stability of the model has been awoefir by checking whether the
roots of the characteristic polynomial of the VAR Within the unit circle. If the roots
lie inside the unit circle, the model is considerad stable. Finally, residual
portmanteau test has also been done to check whetheame errorsyuvic and vy

are serially independent or there is no autocdicgiaamong them.

3.6.Co-integration Methodology

It has been mentioned in most of the econometriokbothat regression of a
nonstationary time series on another non statioriemg series may produce a
spurious regression. So, first stationarity of temiables are confirmed. If the
variables are not stationary and are I(1), we chetlether the equation (7) is
cointegrating equation or not.

Ve = 0o+ 0gXep + 0pXe2 + 03Xz + o F0rXinF Uk e (7)

Up = Ve —0lp— 0gXe1 — 0pXt2 — 03X(3 = «vv = OUnX{n «ee ernnennennnnnneanns (8)

Cointegrating relationship can be ascertained & ¢nror term ugiven by (8) is
stationary or 1(0). It should be noted that whésting for unit root test for,uDF and
ADF critical values are not appropriate as thenestied residuals (or)uare based on
the estimated cointegrating parameigr Stationarity of the residuals are confirmed
by comparing the calculated DF or ADF values with tritical values calculated by
Engle- Granger and augmented Engle- Granger (Gdjir&angeetha, 2007). Then
we proceed for ECM as depicted on the equationb@pw that gives short run
equilibrium directions and corrections.

AY: = g + aAX + 0AX + 03AXz + ... F0AXin T Ut o (9)
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Finally, in order to get the best model, only tlaeiable(s) that are most significant

are chosen based on the redundancy test usingsiR te

3.6.1.Cointegration Models for International Reserve

From the empirical findings of many scholars, teason behind holding reserves can
be summarized to transactions motive, precautionastive, mercantile motive, the
sensitiveness of variables of capital account dred dpportunity cost of holding
reserves. Considering the ongoing trend of Nepatesaomy, GDP, CAB, KAB and
REER have been considered. However, in spite fgignt influence of interest rate
differential, which is considered as the neareskytto capture the cost or profit of
reserves holding (in other words, the opportundgt®f the holding reserves), due to
unavailability of historical data for all the paipating member financial institutions,

this has not been included in the model.

As the GDP shows the overall measure for the incohtke economy, the demand of
reserves should grow as GDP increases, so positiweof its coefficient has been

expected. For transaction motive, propensity toarngs considered whereas for the
mercantile motive propensity to export has beenelyidconsidered. In many

literatures the nearest proxy has been taken asrttgpGDP (M/ GDP) and export to

GDP (X/GDP) but for this study CAB/GDP ratio hasbeconsidered to incorporate
the influence of both imports and exports alondweither service and income related
items. Since higher CAB/GDP demands for higherrweskevel and vice- versa in the
economy, this variable should also have positige sfif its coefficient.

As precautionary motive, currently we will not havewny variables as Nepal is not

allowing capital account convertibility. But forishExchange rate volatility, external
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debt obligations can be considered. As infamousigsidered by almost all the
economists, short term external debts as the twpmany external crisis in recent
time, it should have been considered, however taadsence of capital liberalization
this has no significance in our case. Still to oaptthe influence of capital related
items, KAB/GDP has been considered.
Theoretically, excess supply of money may affeet tbserves flows. This approach
suggests a country’s balance of payments disequilib is directly related to
disequilibrium in country’s domestic money markiet.a case of an excess demand
for money, it must be satisfied by an increaseareifjn exchange holdings of a
country’s central bank. Broad money to GDP (M2/GDR3 been supposed to reflect
this scenario.
Finally exchange rate has also been incorporatedhén model as volatility in
exchange rate affects the overall value of therves&o as to get the relationship and
forecast between the ratio variables- internatioaaérve to GDP (IRg CAB/GDP
(CAg), KAB/GDP (KAg), and XRy; (RER of NRs per USD), the methods of
cointegration and ECM have been deployed.
Yearly time series data have been used for thipqagr as quarterly GDP data series
is not available. If the variables are not statrgrend are 1(1), we check whether the
equation (7) is cointegrating equation or not. @mmnating relationship can be
ascertained if the error term ig stationary or 1(0). Then we proceed for ECM as
depicted on the equation (8).

IRg: = a0+ 01CAQG: + 0oKAG: + 03M20; +aaXRut + U vveeeeveeeee e (7.a)
; where = IRg - ap- a1CAQ: - apKAQG: - 03M2¢; - asXRyt

AIRg=aotaaACAG+oAKAG+03AM20+oasAXRyrt Unater coveeeeneennt. (8.2)
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The constants and coefficients of the variablesgunations (7.a) and (8.a) will have
different values though same symbals, (1, 02, a3 andos) have been used and the

denotes the first difference of the correspondiaigables.

The best model with most significant variables wi#l chosen based on redundancy
test using LR test. Among the variables GAgAg:, M2g and XRy the most
significant variables are choosen and at the same ¢torresponding cointegrating
relationships that hold true are considered. Statity of y is confirmed by

comparing the calculated t- statig {fo the AEG critical values.

3.6.2. Cointegration Models for Exchange Rate Scena

For the analysis, exchange rate of Nepal with IdiRni), trade balance between
India and America (TBia), exchange rate betweeraladd America (XRia) has been
considered. As exchange rate of Nepal is just thescreflection of Indian currency’s
exchange rate with other countries except for Imdaurrency itself, to which
Nepalese currency is pegged, trade balance of imdimits trade partners need to be
included in the model. However, we have considemy trade balance of India with
US because USD is considered as the standardatitamal currency as reference. As
trade between India and US also influences exchaatgebetween them, XRia also
needs to be included. In order to get the relatigndirst of all, all the variables are
tested for stationarity and then for cointegratiincointegration relationship exists

we check for the existence of short- run relatigmsta error correction model.

XRnit =oag+ 01 TBigs + 02 XRigt + U oveiiieii e e (7.b)
:where y= XRni - ap- o4 TBig - o XRia
AXRNi; = ag+ oy ATBias + oo AXRIG; + Ug + € vvveiiiiiieiiie e e, (8.b)
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; where XRniis the real exchange rate of NRs per IRs, THinotes the trade
balance between India and US and XRienotes the real exchange rate of IRs per
USD. Other variableso, a1, a, are the constants of the corresponding variaillles.

denotes the first difference of the correspondiaigables.

Besides these, objective is also to find out estohaelationship between NRs and
IRs without considering other variables. For thisthe procedures will be same
except that there will be only two variables as tiered below;

XRnig =0+ 03 XRIBE+ U ovveii i e e, (7.c)
;where = XRni; - 0o - a3 XRig

AXRNit = 00+ 04 AXRIGE F 00 Urg F €1 ceniiniee i e (8.c)
Again, as the volatility in exchange rates impagtde trends, to find out the
relationship of trade balance of Nepal with Indl@xi) and RER of NRs with IRs
(XRni), the following cointegrating and ECM modélsve been used.

R T TR S = T (7.d)
;where y= XRni; - 0o - a1 TBni;

AXRNIt = ag+ 01 ATBNIt F 00 Ud 4 €1 vveein i et (8.d)
In all of the above regressions the constants agfficients of the variables will have

different values though same symbals, (11, 02) have been used.

3.7. Calculation of Augmented Engle- Granger (AEGKritical Values

As it has already been mentioned that general Afiliea values cannot be used for
the confirmity of stationarity of residuals of regsion that are supposed to have

cointegrating relationship. So this section deswzithe method to calculate the AEG
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critical values, which are entirely adopted fromdWanon (2010): ‘Critical Values
for Cointegration Tests’. According to this theiestted critical value for any sample

size is given by the response surface regressiandes;

C(P)=Boo + BT + B2 T2 4 Bal T e (10)

Where C(p) is the critical value at p% level of rsfgance, B, is the estimated
asymptotic critical valuep; is the coefficient of T in response surface regression.
Similarly, B, andps are the coefficients onrand T° respectively. All the values of
B, P1, P2 @andps are tabulated for 1, 5 and 10 percent of signiti¢avel for inclusion

of cointegrating regression with constant, constard trend as well as constant and
trend square. The calculation of the AEG criticalues have been summarized in

Annex (I1).

3.8. Likelihood Ratio (LR) Test for the Omission ofRedundant Variable(s)

LR test is the way to test whether the estimateffioients of variables under study
are significant or not. This helps to reduce oyecsfication that can occur with the
inclusion of unnecessary redundant variables. is1tdst, among a set of variables in
an existing equation whether a sub set of variabte® zero coefficients or not are
identified. If the sub set of variables have zewefticients, they can be deleted from
the equation. The null hypothesis is that the setba$ regressors are not jointly
significant. Mathematically the LR statistic is cpated as LR= 2(ULLF- RLLF);

where ULLF is the unrestricted log likelihood fuioct that includes all the variables
and RLLF is the restricted log likelihood functionwhich some of the variables are

omitted. If the sample size is large LR follows tiré- square)() distribution with df
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equal to the number of restrictions imposed byrthk hypothesis. Now the logic is
that if LR=0(or significantly smaller), the restied and unrestricted log LF should be
same, so that the omitted variables will have gaificance and can be removed from
the equation. However, if L (or significantly not smaller), we cannot remdiie

variables under test for redundancy (Gujrati & Seetga, 2007).

3.9. Estimation and Data Analysis

This is the most important aspect of the study,civiwill try to provide way out as
well as preconditions for achieving successful iagdo CAC regime with reference
to the current scenario of current account, capgitalount, international reserve and

existing exchange rate regime of Nepal, especvlly India.

All the necessary econometric calculations haven le=stimated by using Eviews 4.1
and general calculations required for data minind purification like taking sum,
average, and conversion to real values from nomuadlies obtained from data
sources have been performed by using Excel 200ite@mn of autocorrelation in

regression equations has been done using Stata 10.

3.10. Nature and Sources of Data

Since Nepal has not pursued CAC, there will noatnerelevant data for the variables
that have real significance for economy. HoweMee, relevant variables that are used
for the purpose of this study will be used fromaetary resources. The following

Table 3.1 best summarizes the sources of corregpprdriables used for the study.
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Table 3.1: Data Source for Variables under study

SN Variables Data Source
1 GDP CBS, Nepal
2 Quarterly and Yearly CAB Various issues of QudytEconomic Bulletins, NRB
3 Quarterly and Yearly KAB Various issues of Qudyt&conomic Bulletins, NRB
Quarterly and Yearly
4 Exchange Rates of NRs with| Various issues of Quarterly Economic Bulletins, NRB
IRs and USD
5 Quarterly and Yearly Nation: Various issues of Quarterly Economic Bulletins, NRB
CPI for Nepal
6 Monthly Industrial Workers | Labour Bureau, Government of India
CPI for India (http://labourbureau.nic.in/indtab.html)
Monthly Exchange Rate ¢ . . . .
7 Indian Rs per USD RBI, India (http://www.rbi.org.in)
8 Trade of USA in goods with | U.S. Census Bureau, Foreign Trade
India and Nepal (http://www.census.gov/foreign-trade/data/)
U.S. Department of Labor, Bureof Labor Statistic:
i (http://www.usinflationcalculator.com/inflation/cenmer-
9 Monthly Urban CPI(CPI-U) price-index-and-annual-percent-changes-from-1913-to
2008/)

All the CPI data for Nepal, India and USA have bewtexed with base year 1996 (as
100), whereas remaining all other variables untetyshave been converted to real
values with respect to the assumption of base 64 as 100. As from literature
liberalization has been prominent after eightiesdvanced and European countries
and other developing, poor countries have triedemaulate similar philosophies
gradually after that, yearly data since 1980 haenlconsidered for this study. But to
become more specific with much availability of d&ba some variables, data from
1993 first quarter to 2010 fourth quarter have bideen to capture the relevancy of

variables after current account was initiated famartibility.
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CHAPTER FOUR
EMPIRICAL RESULTS AND ANALYSIS

So far as three specific scenarios- the interdegrerelamong capital account balance,
current account balance and real effective exchamage in Nepal; the foreign
exchange reserve trend and the exchange rate gcehftepalese currency vis-a-vis
Indian currency have been recognized as imporfdm@.empirical results obtained for

each of them are described below.

4.1. Interdependence among KA, CA and XR

The quarterly data for real values for KA, CA ang 4re all stationary, i.e. | (0). All

the results have been presented in Table 4.1 witlegponding level of significances.

Table 4.1: ADF Unit Root Test for Quarterly CA, kdhd REER

s Null Critical t Values t- *Pro
.. | Exogenous | 1% 5% 10% Statisti DW Remarks
N | Hypothesis b.
level level level c
i 0,
constant 352 -2.904 2584 -4.2300-001 | 2.01 Stationary at 1% level of
2 2 significance
Constant, .
1 CA has a Linear 4092 | 3474 3.164 5,295 0.000| 1.91 Stationary at 1% level of
unit root 2 9 significance
Trend
none | -2.508| -1.948 1614 -a.10p 0000 202 Stationary at1% level of
1 3 significance
i 0,
constant 3527 -2.904 2584 _3.3430.016 1.90 Statlon_ary_ at 5% level of
6 0 significance
Constant, .
2 KA. has a Linear 4094 | 3475 3.165 3.277 0.078 | 1.88 Statlon_ary_ at 1% level of
unit root 6 3 significance
Trend
none | -2.508| -1.948 1619 -3.03p 002 1.90| Stationary at1% level of
9 5 significance
constant -3.526| -2.909 -2.58¢ -2.506 0"1118 2'521 Non- stationary
Constant, .
3 XR has a Linear 4092 | 3473 3.164 -3.963 0.014| 2.19 Statlon_ary_ at 5% level of
unit root 4 5 significance
Trend
none -2.598| -1.945 -1.614 -0.479 0'304 2'211 Non- stationary

*MacKinnon (1996) one-sided p-values

The study has found interesting results of gramgersality based on the significant
probability values less than or equal to 0.10. Weterence to the output as obtained
in Table 4.2, the F- statistics and their corresiooy values of probability suggest

that there is no significant causality between K#d &£A from second to fifth lags.
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But the F- statistics (i.e., 3.48831) at first gy shows the unidirectional causality
from CA to KA at 10% level of significance therel®jecting the null hypothesis that
CA does not Granger cause KA. From all these wex@aassure significant casual

relationship between KA and CA in the case of Nepal

Table 4.2: Pairwise Granger Causality Tests betv@emand KA

Lag Null Hypothesis: Obs F- Probability Casuality
Statistic Remarks
5 CA does not Granger Cause 67 1.4175¢ 0.2321. No causalit
KA does not Granger Cause CA 1.38763 0.24291 cdsality
4 CA does not Granger Cause K/ 68 0.97893 0.42604  No causality
KA does not Granger Cause CA 1.40165 0.24458 cdsality
3 CA does not Granger Cause 69 1.2617: 0.2953. No causality
KA does not Granger Cause ! 0.9646: 0.4151¢ No causalit
2 CA does not Granger Cause K/ 70 1.97015 0.14767  No causality
KA does not Granger Cause CA 1.9643 0.14849 causality
1 CA does not Granger Cause K/ 71  3.48831*  0.06611 Casuality
KA does not Granger Cause CA 0.44326 0.50781 cdsality

Note: * and ** indicates the statistical significanat the level of 5 and 10% respectively.

In the same way the test for the Granger caustgy between KA and XR cannot
predict any causation or precedence among thera.fibans there is no any evidence

of causality between KA and XR. The test resulessdrown below in Table 4.3.

Table 4.3: Pairwise Granger Causality Tests betwdeiand KA

Lag Null Hypothesis: Obs F- Probability Casuality
Statistic Remarks
5 XR does not Granger Cause K/ 67 0.6479 0.66421  No causality
KA does not Granger Cause . 1.3621¢ 0.2524- No causalit
4 XR does not Granger Cause 68 0.4935¢ 0.7404: No causality
KA does not Granger Cause XR 1.23321 0.30664 calsality
3 XR does not Granger Cause K/ 69 0.549 0.65069  No causality
KA does not Granger Cause . 2.064¢ 0.1140: No causalit
2 XR does not Granger Cause K/ 70 0.78319 0.46121  No causality
KA does not Granger Cause XR 0.54754 0.58101 cdusality
1 XR does not Granger Cause 71 2.169¢ 0.1453¢ No causalit
KA does not Granger Cause . 1.1695! 0.2833: No causalit

Note: * and ** indicates the statistical significanat the level of 5 and 10% respectively.
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Again the causality test (as shown in Table 4b8eoved between CA and XR shows

contradiction at third and fifth lags where thesend causality between both variables

in the third lag, and in contrary, both the varesb$how causality at fifth lag.

Table 4.4: Pairwise Granger Causality Tests betwde@and CA

Lag Null Hypothesis: Obs F- Probability Casuality

Statistic Remarks

5 XR does not Granger Cause C¢ 67 3.21221* 0.01279  Casuality

CA does not Granger Cause 2.51258 0.0402: Casuality

4 XR does not Granger Cause C/ 68 3.50586* 0.01235 Casuality
CA does not Granger Cause XR 0.36943 0.82947 caNeality
3 XR does not Granger Cause 69 1.9311¢ 0.1337¢ No causalit
CA does not Granger Cause 0.3697¢ 0.7750¢ No causalit

2 XR does not Granger Cause C4# 70  2.73847**  0.07214 Casuality
CA does not Granger Cause XR 0.16811 0.84563 caMeality

1 XR does not Granger Cause 71 4.84512 0.0311: Casuality
CA does not Granger Cause XR 0.25426 0.61572 caNeality

Note: * and ** indicates the statistical significanat the level of 5 and 10% respectively.

At the first, second and fourth lags there areiigant unidirectional causality from

CAto XR at 5, 10 and 1% level of significance esjvely.

Now the best fitted estimation of VAR equations hwisignificant explanatory

variables taking KA, CA and XR as dependent vadaladre given below represented

by equations (4), (5) and (6). All the variablepegred in the VAR equations are

significant at 5% level of significance. Output slwg all the variables with

significant and non- significant variables andithmrresponding t- statistics are

given in Annex | (Tables IlI, IV & V).

KA. =-903.92 - 210.56 XR
t: (-0.309) (-1.688)
(N=72, B= 0.346, DW= 1.8)
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CA(= - 4538.101 + 0.37 CA+ 289.7 XRa. . veeveeereeeeeeeeeeerereeseesnnn, (5.a)
t (-1.524) (2.662) (2.211)
(N=72, R2= 0.56, DW= 2.088)

XR; = 5.62+0.0004CA-0.0003KA 5+0.74XR.1+0.25XR.4-0.33XR5 ......(6.3)
t: (2.053) (3.147) (-2.089) (6.312) (1.993)  (-2.903)
(N=72, B= 0.86, DW= 1.988)

From the equation (4.a), all the coefficients asgnificant except for XR(first lag)
which is significant only at level of 10%. This nmsaKA has no any significant
relationship with CA, however, to some extent wiihrrent or non- lagged XR.
Although there is no any causality among KA and Z&Ralready noted above (and
shown in Table 4.3), this estimation obtained frd®R has been mentioned. This
shows that there is inverse relationship between & XR. An increase in XR
(depreciation) by one unit in the previous quawér lead to decrease in KA by 210

units in current quarter.

Similarly CA as dependent variable, coefficientstefirst lag and third lag of XR are
significant at 1% level indicating its relationshigth XR but not with KA with
reference to the equation (5.a). Once again, tengsthe granger causality among CA
and KA, it was obtained that CA is led by KA witte first lag. In the same way, at
first, second and fourth lags there were unidice@tl causalities from CA to XR
leaving behind other contradictory results of kedtronal and no causality. Instead of
these, VAR estimation thus obtained contains fagtof CA and the third lag of XR
as significant variables to influence CA in the remt period. It shows positive
relations of CA at current quarter with its valuetie previous quarter as well as the

XR in the previous third quarter.
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From these two estimations with KA and CA as depehdariables, it is important to
note that KA is negatively related to XR whereas iSAositively related with XR.
The reason behind this contradiction requires &rr#tudy and has been left out as it

is not under the scope of this study.

Next, XR being dependent variable, the coefficigintifth lag of CA (significant at
1%) and third lag of KA (significant at 5%) are fwlto have positive and negative
influence respectively. In addition to CA and KARXs observed to be dependent on
its first, fourth and fifth lags whose coefficientgse significant at 1, 5 and 1%
respectively. This has been depicted by equatia).(Bhe influence of XRs in nearer
lags is stronger than with farther lags. It is fagting to note here that this estimation
is in line with above estimations with KA and CA dspendent variable. As in
equation (4.a), KA has inverse relationship with ¥Rd as in equation (5.a), XRs

have proportional relationship with CA with an egtien being the fifth lag of XR.

From these VAR equations, it can be ensured thataiRbe forecast with least errors
as the data fitness is the largest, i.e. 86% antioregz models. The values of Rre
relatively lower due to exclusion of lags that (htlg have partial influences.
Conformity regarding whether the VAR models arerguus in nature or not, unit root
test for the residualsivic and wy have been performed and presented in table below

that shows stationarity at all the significant llsve
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Table 4.5: ADF Unit Root Test for Vi, and w

Null Critical t Values N
0,
SN Hypothesis Exogenous 1% level | 5% level te?/gol Statistic

*Prob. DW Remarks

constant | -4.094|  -3.475)  -3.16§ -7.150 | 0.00 | 1871 | g oo o0y

. level of
Uy has unit | Constant, significance
1 | root Linear -4.092 -3.474 -3.164 | -7.152 0.00 1.884 g ’
KA as
Trend
regressand
none -2.600 -1.946 -1.614| -7.224 0.00 1.870

constant -2.600 -1.946 -1.614 -8.377 0.00 1.974
Stationary at 1%

Vic has a Constant, level of
2 ; Linear -4.094 -3.475 -3.165| -8.383 0.00 1.979 significance, CA
unit root
Trend as regressand
none -2.600 -1.946 -1.614| -8.444 0.00 1.973
constant -3.526 -2.906 -2.589 -8.007 0.00 1.992
Wix has a Constant, Statllgczlr)é? e
3 : Linear -4.092 -3.474 -3.164 | -8.151 0.00 1.993 Lo
unit root significance, XR
Trend
as regressand
none -2.600 -1.946 -1.614| -8.071 0.00 1.991

*MacKinnon (1996) one-sided p-values

Similarly, if the correlogram plots of vic and vy presented in Annex | (Figures 1, 2
and 3) are observed, there are no any spikes ®@ffitst lag for ACF and PACF
confirming the stationarity. The evidence of stasioty for all the residuals confirms
the series as | (0) and the resulting regressidimai be misleading. Furthermore, to
ensure the stability of VAR model, the inverse soaf the characteristics AR
polynomials is found to lie within unit circle. Asbserved in the Annex | (Table V),
values of all the roots are less than unity, all thodulus values are less than unity
and the inverse roots of the AR characteristic poigials lie within the unit circle
(refer Figure 4 in Annex I). Finally, after theability being ensured, confirmation of
serial independence for the same residuals throdgR Portmanteau test for
autocorrelations show that up to fifth lag the hyyesis of serial correlations have

been rejected at 5% level of significance and #meshypothesis has been rejected at
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10% level of significance. So the residuals or mrrgx, U and  are serially

independent (Refer Table VI in Annex ).

It should be noted that the above mentioned VARIehdas been selected after
having selection of proper lags. Some popular maedétction criterions like LR,
AIC, SIC, FPE and HQ are basis for this. As suggkdty Gujarati and Sangeetha
(2009), initially near to one fourth of the totalnsple (which is 72), i.e., 17 lags were
selected and gradually tested by reducing lagsoufir$t to find out significant
differences. This resulted in the selection of lagsto 5 because LR, FPE and AIC
statistics are significant at 5% level whereashattame level of significance HQ and
SIC choose the second lag. The output of lag setegirocess is shown in Annex |
(Table 1 and 2), where results with lags 12 anda%ehonly been presented due to

differences in observations.

4.2. The foreign exchange reserve trend

It can be shown that the variables IRg, M2g, CAd\gKand XRy are all non

stationary. However, the first difference of akthariables are stationary at 1% level
of significance indicating all of them as | (1) iesr data because the calculated t-
statistic is less than the critical values at ladl tevels of significance. Please refer to

the Table 4.6 below for these results.
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Table 4.6: ADF Unit Root Test for Yearly IRg, CAgAg, M2g and XRu (All with first difference)

Null Critical t values
SN H hesi Exogenous 5% t-Statistic | *Prob. DW Remarks
ypothesis 1% level 10% level
level
1 0,
constant | -3.67932] 206777  -2.62208  -4.12686  0.0p3B73391g| Stationary atl% level
of significance
IRg has a unit Constant, | Stationary at 1% level
1 o Lonstant || -4.30082 | 357424 322179 391508  0.0213 1746 29 of siguificance
1 0,
none 265015 -1.95338  -1.60908  -4.008)  00do2 Bge( Stationary atl% level
of significance
constant | -3.68019| -2.97185 -26251p  -7.087b2  0.0p0p.94g72g| Stationary atl% level
of significance
CAg has a unit Constant, tationary at 1% level
2 oS Lionstant || -4.32398 | -3.58062 322533 -6.9620p  0.000 1947499 of siguificance
none 265015 -1.95338  -1.6098  -7.232p  00qo0 pead Stationary at 1% level
of significance
constant | -3.67932 -2.96777  -2.62200  -5.461p4  0.0002.01543g| Stationary at1% level
of significance
3 | KAghasaunit| Constant | ,an9e> | 357424 .320173  -5.35708  0.00ps  2.015pgdiationary atl% level
root Linear Trend of significance
1 0,
none 264712 195201 -1.61001  -556098 00000 1magp | Stationary at 1% level
of significance
constant | -3.67932 -2.96777  -2.62200  -4.97603  0.000B.864g42| Stationary at1% level
of significance
. : :
4 | M2ghasaunit) Constant, | ;39398 | 358067 322533  -4.96748  000p1  1.84g2auonary ati%level
root Linear Trend of significance
1 0,
none 264712| -19520]  -1.61001  -3.61847 00008 67rgs | Statonary atl% level
of significance
Stationary at 1% level
. - - - P
constant 367932 296777 262290  3.712p1  0.0popo2s138| ~ YV D
. . !
5 | XRuhasaunit) Constant | 5965 | 357424 .320173  -47862p 00083  1.97gf2fiatonary at 1% level
root Linear Trend of significance
1 0,
none 264712| -19520]  -1.61001  -3.74782 00005 5ipgy | Stationary at 1% level
of significance

*MacKinnon (1996) one-sided p-values

We can test whether the regression equation (€diistegrating regression or not by

testing unit root test for the errors of the follag equation.

IRg; = -0.076+ 0.297CAg+ 0.252KAg + 0.270M2g+ 0.002XRy; .......... (7)
t: (-2.795227) (1.64338) (1.251718) (4678)  (3.519615)
(N= 31, R=0.85 & DW= 0.48)

It can be shown that the error term is not 1(0), indicating that the equation (7’) is

not the cointegrating regression. It is shown iloweTable 4.7.

Table 4.7: Unit Root Test for Errors in Cointegoatimodels for International Reserve Trend

- Critical AEG 1 Values -
SN Null Hypothesis Exogenous 1% level 5% lovel 10% level t-Statistic Dw Remarks

Non stationary, i.e. Errors

1 Ut has a unit root none -5.7112 -4.881 -4.482 -2.540 1.628 are not I(0), Equation (7)

Stationary at all significant

2 Ut has a unit root none -4.792 -4.027 -3.656 -4.519 1.765 level, Equation (7".b)

Critical AEG Values taken from Annex Il (Table VIl
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In order to get rid of model specification erroedundant variables that are not
significant have been omitted from the model. IVa&lues of the coefficients for the
corresponding variables are observed, only theficeits of M2g and XRu are

significant at 1% level. The same tests can benaid by taking one of the variables

and the most significant result obtained. Thistheen shown below in the Table 4.8.

Table 4.8: LR Test for Redundant variables among,G#Ag, M2g and XRu

Redundant Variables: CAG

F-statistic 2.700699 Probability  0.11235 alde info criterion -4.424364
Log likelihood ratio 3.063573 Probability  0.@80 Schwarz criterion -4.239333

Redundant Variables: KAG

F-statistic 1.566798 Probability  0.22182 alde info criterion -4.464673
Log likelihood ratio 1.813982 Probability  0.1038 Schwarz criterion -4.279642
Redundant VariableM2G

F-statistic 20.97343 Probability ~ *0.0001 alke info criterion -3.931703
Log likelihood ratio 18.33606 Probability  1.96- Schwarz criterion -3.746672

Redundant Variables: XRU

F-statistic 12.38769 Probability *0.00161  kafke info criterion -4.133548
Log likelihood ratio 12.07885 Probability  0.(10 Schwarz criterion -3.948518
*As the variables M2G and XRU are significant, otkiariables CAG and KAG can be omitted from the glod

Following the LR test for redundant variables anadei selection criterion AIC and
SIC, the influential variables for internationakeeve to GDP (IRg) are found to be
M2g and XRu. When the variables KAg and M2g areaesd from the model, CAg
and XRu are found to be significant, however, thei not be any cointegration
among them, so this model has been excluded. Teviog cointegration equation

has been recognized as the best model.

IRg; = -0.076 + 0.32M2g+ 0.002XRyt ..coeeeeeeeeeieiineeeeeeennn (7.a)
t: (-3.540) (7.050) (3.083)
(N=72, R=0.83, DW= 0.486)
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We can observe small value of Durwin- watson ingkmation (7°.a), which
indicates presence of serial correlation. Furttiere are no any lagged dependent
variables. Due to this the estimated OLS is coastdtut inefficient and the standard
errors are wrong too. In order to get rid of suotbfem we can employ the
generalized least squares Prais Winsten (GLS- Waisten) or the Cochrane- Orcutt
procedure, which are commonly known as FGLS (FéaSkeneralized Least
Squares). Both the Cochrane- Orcutt (CO) and Pvdissten(P-W) are identical
except that the later procedure takes care ofdlyservation that will be lost in
former CO procedure (Gujarati and Sangeetha, 2@38r correcting for
autocorrelation we get the following estimation wl®urbin- Watson value has
been improved so that estimation will be more edfit than without correction.

IRg: = -0.058 + 0.29M2g+ 0.002XRyt «-vevvvveninnnneieeeananannnnn. (7.a")

t: (-1.48) (4.01) (2.04)

(N=31, = 0.51, DW= 1.5)
As the error term is stationary or | (0) as shownlable 4.7 above, the following

ECM for short run equilibrium is obtained.

AIRg = -0.003+ 0.44 M2g; + 0.002XRy; - 0.3184; ............... (8.a)
t: (-0.934364) (2.813233) (1.635925) (57865)
(R=0.38, DW= 1.6)

It means that; is the short-run equilibrium errors for the eqoat(7’.a). Thus, these
errors can be used to tie the short- run behavidRg to its long- run value in
equations (7’.a). ADF unit root test critical vaduéor the errors in the regression
equation (7’.a) along with AEG critical values haween presented in Table 4.7 for

the comparison to ensure the existence of coiriegra

The results from these last two equations show @It8 of the discrepancy in the
values of IRg with M2g and XRu in the previous yémreliminated in this year.
Short- run changes in XRu is very slowly reflectedRg keeping changes in M2g
constant as the slope coefficient or the constanXRu is very small (i.e. 0.002). The

similar is the case with M2g but its change is vergmptly reflected in IRg as the
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slope coefficient is greater than for XRu. It candmsured that IR is more sensitive to

money supply.

From the empirical results obtained we found tha Bhd XRu are the most
significant variables that impact the reserve lev&he other variables KAg and CAg
seem to have insignificant influence on the levieteserve in direct terms. So for
Nepal, the higher supply of money is the main cdasecrement is reserve level. At
the same time additional reason behind holdingrveses to avoid exchange rate
fluctuation risk. After correction the correlatiathe DW value is improved however,
only 51% of changes in the regressors (M2g and XRe)reflected in reserve level.
Further study is required to find out other impaottanissing variables and to

determine the variables that comes first or whicé i the cause for the other.

4.3. Exchange Rate Scenario of Nepalese and Indian cumey

As mentioned in the empirical strategy we perfonvo tdifferent tests, one by
considering all the three variables XRni, TBia atiRia and another considering only
XRni and XRia for analyzing the exchange rate sgenaf Nepalese and Indian
currency. The procedures are same and for both ettpressions there exist
cointegrating regression as both the correspongiirgy terms are stationary or | (0).
Similarly, all the variables under study are stadity at first difference (i.e. I(1)). The
ADF unit root test result and the corresponding AR root tests for the errors with
AEG critical values are given in Tables 4.9 andO4respectively for all the

mentioned cases (regressions (7'.b), (7'.c) andi)’
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Table 4.9: ADF Unit Root Test for Quarterly XRnBik and XRia(All with first difference)

Null Critical t values - N
SN Hypothesis Exogenous 1% level 5% level 10% level t-Statistic Prob. DW Remarks
Stationary at 1%
constant -3.528 -2.904 -2.589 -8.943 0.00 2.306 level of
significance
. Constant, Stationary at 1%
1 | XRoihasal e -4.097 -3.476 -3.165 -8.942 000 232 lovel of
unit root L
Trend significance
Stationary at 1%
none -2.599 -1.945 -1.614 -9.008 0.00 2.305 level of
significance
Stationary at 1%
constant -3.527 -2.903 -2.589 -12.79 0.0001 2.046 level of
significance
TBia has a Co_nstam, Stationary at 1%
2 i Linear -4.094 -3.475 -3.165046 -12.732] 0.000f 2.052 level of
unit root L
Trend significance
Stationary at 1%
none -2.598 -1.945 -1.61376¢ -12.87 0.00 2.044 level of
significance
Stationary at 5%
constant -3.527 -2.903 -2.589227 -2.925 0.0475 £2.08 level of
) significance
3 | XRiahasa [ Constant, Stationary at 5%
unit root Linear -4.094 -3.475 -3.165044 -4.056 0.0111 2.018 level of
Trend significance
none -2.598 -1.945 -1.61376 -0.748 0.3888 2.249 Nationary

*MacKinnon (1996) one-sided p-values.

Table 4.10: Unit Root Test for Errors in Cointegratmodels for Exchange Rate Scenario

Null Critical AEG t Values .
SN | Hypothesis | EX°98M°US 755 ievel | Solevel | 10%level| oiste | OW Remarks
1 | Uhasa none -4.500 -3.862 -3539 -3672|  2.057 | Nonstationary, i.e. Erors arg
unit root not 1(0), Equation (7°.b)
Stationary at 5 and 10% leve
2 U has a none -4.053 -3.422 -3.104 -3.641 2.080 of significance, Equation
unit root (7'.c)

Critical AEG Values taken from Annex Il (Table W)l

The estimated cointegrating regressions and ECMteans are as given below;

XRni; = 1.4. 5.57e-05 TBia+ 0.003 XRi@ ......ccovevveeeeeeeeen.. (7'.b)
t: (32.482) (-1.924) (3.74)
(N= 72, B=0.22, DW= 0.673)

All the constant values are significant at 5% lewélsignificance, but there is

correlation as the DW value is very lower. Pradiyciade balance and exchange rate

are interrelated so this is true phenomenon as rshHowwthe statistic. It should be

noted that this regression (7’.b) may not help tawdefficient inferences. To take

care of the autocorrelation, the regression ambagsame variables have been done

using the Prais- Winston procedure as already @edaabove. The corrected

estimation obtained is given as below;
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XRni; = 1.45 - 4.5e-05 TBjar 0.002 XRig+ U ...oevvvvveevnvennnnnenn.. (7°.0))
tt (39.17) (-1.43) (3.51)
(N= 72, B= 0.84, DW= 2.048)
All the constants of the regressors are signifieari% level of significance with only
some small deviations in the t values. After cdivecactions taken there seems little
changes in the t values and the coefficients of rHgressors whereas significant
improvements have been observed in the degreanasé and DW values. So the
both the equations (7’.b) and (7’.b’) reveal thensascenario that there is clear
negative relationship of XRni with TBia and posiivelationship with XRia. This
means increase in trade balance between India &debults in decrease in real
exchange rate between Nepal and India. In othedsydrigher the export of India to
US lower will be the real exchange rate of NRs Wilis (i.e. appreciation of NRs).
Nominal rate is fixed to IRs as 1.6 NRs per IRsSRREill vary again with changes in
relative price levels of the participating econosni€he ratio of foreign to domestic
price (or foreign CPI to domestic CPI) also plaigmgicant role to vary RER. Higher
relative ratio will appreciate the real exchangee.réf CPI values of India and Nepal
is compared after 2005, quarterly CPI indices op&eare relatively lower which
used to be higher in periods before 2005. MeanwthigeCAB was in surplus most
often after 2002 onwards lest the trade balances al@vays in deficit. From this we
can infer that the real exchange rate of NRs wWRhk is appreciated unrealistically
since the trade or merchandise balance was alwaydeficit as can be clearly
observed from the figures 7 and 8 in Annex II. Engpirical finding is true because if
trade balance of India with US is unfavorable odéficit, there will be decline in
export from India which can result in appreciatiminlRs with respect to USD (i.e.

XRia). Since XRni is just the reflection of XRiaRxi will also appreciate.
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AXRni; = -0.0003-5.448e-06T Bia+0.0024XRigr-0.33Uy cov.o.......... (8'.b)
t (-0.06) (-1.82) (-3.77)  3(55)

(N= 71, R=0.33, DW= 2.023)
Except the constantif) other constants of variableg, and () are significant at
10% and 1% level of significance respectively. Bhert- run (ECM) result shows
that 0.33 of the discrepancy between XRni with TRBiad XRia in the previous
guarter is eliminated in this month.
The value of R(=0.84) clearly reveals that 84% of variations in theiahles- trade
balance between India-US and the exchange rateebatiiRs- USD is reflected in the
real exchange rate of NRs with IRs. The reasonmtledome margin of 16% for non-
explanatory behavior can be that India has more @@®nomy with capital account
liberalization. Consideration of capital accountated transactions (like FDI,
international share transactions and other crostebdinancial transactions) that have

impact on exchange rates have not been includétimodel.

Similarly the estimation with only the exchangeeginvolved is given below;

XRNig = 1.434 0.0033 XRI@ ...vvvvvivieeeeeeee e e e ie e (7'.c)
t:  (-33.100) (3.90)
(N= 72, R=0.18, DW= 0.65)

Using the Prais- Winston method to minimize theeffof autocorrelation, we get the

following regression among the same variables;

XRNit = 1.46 + 0.003 XREA.......ovvvvereeeeiee e (7'.c)
t. (-39.69) (3.96)
(N= 72, R= 0.84, DW= 2.07)

This estimation clearly reveals the positive relaship of XRia with XRin, however,
the small coefficient of XRia indicates that chamg®ne unit of it is able to change

XRni by 0.003 only. It means that appreciation eprtciation of Indian Rs with
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respect to USD by one Rupee will cause appreciatiastepreciation of Nepalese Rs
by 0.3 Paisa. The smaller coefficient for XRia di#ély confirms XRni just as fixed

exchange rate that is the cross reflection of XRia

Again, as depicted in Table 10 above, the erraggoation (7°.c) or (7°.c’) are 1(0)
indicating that there exists cointegration relasioip XRni and XRia and there will be
corresponding short- run equilibrium relationshgpdepicted through ECM given as

under;

AXRni; = -0.00012 + 0.002&XRia; - 0.32 W1 wooeeveeeeieieieeineinns (8'.c)
t: (-0.03)  (4.40) (-3.56)
(N=72, R=0.31, DW= 2.05)

The coefficients fonXRia and lagged error being very small, the shomt- changes

are very slowly reflected in XRni.

Though the economies are liberal and transactaes place in different forms rather
than only in terms of capital account, other sigaifit variables from capital account
should also be included in the model. Empiricatigs that include transactions like
FDI, international financial investments (like bendiebentures, and shares) and other
cross border financial transactions that have impacexchange rates could provide

better analysis.
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CHAPTER FIVE

CONCLUSION AND RECOMMENDATION

5.1. Summary of Findings

Basically this study focuses on the feasibilityGAC promulgation with reference to
the influences of variables capital account balareerent account balance and
foreign exchange rates upon each other. Furthesidemtions have also been given
to the current trends in international reserve @&l economic scenario of exchange
rate system in Nepal. In brief, whether to opt @XC or not is the issue need to be
resolved considering the current economic statudegfal. In view of these, specific
objectives are to present the time series anabfsisterdependence between capital
account balance, current account balance and ffeatiee exchange rate in Nepal, to
examine the foreign exchange reserve trend andlyfiba examine the economic
scenario of exchange rate of Nepalese currency lmiilan currency. Discussions
regarding current status and prospects of CAGhi#dlenges, costs and benefits have
been discussed in the introduction part. Some itaporliteratures about CAC,
exchange rate and international reserves have pessented in literature review
section, followed by the research methodologies$ gihaes detail explanation of the
theories behind the models for the above mentioimede cases. The VAR and
Granger Causality approaches have been selectemhalyze the interdependence
among KA, CA and XR with quarterly time series dadawever, for other two cases
regarding international reserve and exchange raeasio of Nepalese currency with

Indian currency similar approaches of cointegratf@s been chosen.

As observed from the estimations, there is inveetgtionship between KA and XR.
An increase in XR (depreciation) by one unit in frevious quarter will lead to

decrease in KA by 210 units in current quartermitairly, the VAR estimation with
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CA as independent variable contains first lag of (Céefficient= 0.37) and the third
lag of XR (coefficient= 290) as significant variablto influence CA in the current
period. It shows positive relations of CA at cutreuarter with its value in the
previous quarter as well as the XR in the previtiigsl quarter. Next, in addition to
CA and KA, XR is observed to be dependent on it palues. The influence of XRs
in nearer lags are stronger than with farther I&gsm these, it is interesting to note
that estimations with KA and CA as dependent véemlKA is negatively related to
XR whereas CA is positively related with XR. Theasen behind this contradiction
requires further study and has been left out &snbt under the scope of this study.
From the VAR equations, it can be also ensured Xatcan be forecast with least
errors as the data fitness is the largest, i.e. 86fing three models. The values 6f R
are relatively lower due to exclusion of lags tfratght) have partial influences. The

VAR models are stable and not spurious in nature.

In the same way, we found M2 and XRu as the magtifstant variables to impact

the reserve levels. The long- run elasticity’s o2 lsihd XRu with respect to IR are
0.29 and 0.002 respectively. So for Nepal, the diighupply of money is the main
cause for increment in reserve level. At the samee tadditional reason behind
holding reserve seems to avoid risk due to fluabmain exchange rates. The other
variables KAg and CAg seem to have insignificafiugnce on the level of reserve in
direct terms. As only 51% of changes in the regnes@Vi2g and XRu) are reflected
in reserve level, further study is required to fout other important missing variables
and to determine which one is the cause for thero®hort run behavior shows that
0.318 of the discrepancy in the values of IRg Withg and XRu in the previous year
is eliminated in this year. Short- run changes RuXs very slowly reflected in IRg

keeping changes in M2g constant as the slope camffior the coefficient for XRu is
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very small (i.e. 0.002). The similar is the casehwi2g but its change is very
promptly reflected in IRg as the slope coefficiére. 0.44) is greater than for XRu. It
can be ensured that IR is more sensitive to moopplg. Though the money supply
seem to have direct impact, it is likely to havéluenced with current account,
especially due to trade related transaction aridvindf cash due to remittance as well

as FDI via capital account.

Again, there is clear negative relationship of XRath TBia and positive relationship
with XRia. This means increase in trade balancevéet India and US results in
decrease in real exchange rate between Nepal anal Im other words, higher the
export of India to US lower will be the real exchganrate of NRs with IRs (i.e.
appreciation of NRs). Nominal rate is fixed to I&s1.6 NRs per IRs. RER will vary
again with changes in relative price levels of plagticipating economies. The ratio of
foreign to domestic price (or foreign CPI to done§IPI) also plays significant role
to vary RER. Higher relative ratio will apprecidke real exchange rate. If CPI values
of India and Nepal is compared after 2005, quart€@Pl indices of Nepal are
relatively lower which used to be higher in peridd$ore 2005. Meanwhile the CAB
was in surplus most often after 2002 onwards kstttade balances were always in
deficit. From this we can infer that the real exuja rate of NRs with IRs is
appreciated unrealistically since the trade or hmmdise balance was always in
deficit as can be clearly observed from the figuiesd 8 in Annex Il. The empirical
finding is true because if trade balance of IndithwJS is unfavorable or in deficit,
there will be decline in export from India whichncgesult in appreciation of IRs with

respect to USD (i.e. XRia)

The short- run (ECM) result shows that 0.33 of discrepancy between XRni with

TBia and XRia in the previous quarter is eliminatecdhis month. The value of’R
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(=0.84) clearly reveals that 84% of variationsha variables- trade balance between
India-US and the exchange rate between IRs- USEfiected in the real exchange
rate of NRs with IRs. The reasons behind some mafjiL6% for non- explanatory
behavior can be that India has more open econorthyoapital account liberalization.
Consideration of capital account related transastiflike FDI, international share
transactions and other cross border financial &etiens) that have impact on
exchange rates have not been included in the maddelv, if the relationship among
only the exchange rates XRni and XRia are obserthesl,similar propositions as
described above is found to hold true. The estwnatilearly reveals the positive
relationship of XRia with XRin, however, the smadiefficient of XRia indicates that
change in one unit of it is able to change XRni @PO3 only. It means that
appreciation or depreciation of Indian Rs with exgpto USD by one Rupee will
cause appreciation or depreciation of Nepalese Rs0.B Paisa. The smaller
coefficient for XRia definitely confirms XRni jusis fixed exchange rate that is the
cross reflection of XRia. The coefficients faiXRia and lagged error being very

small, the short- run changes are very slowly céélé in XRni.

Though the economies are liberal and transactaes place in different forms rather
than only in terms of capital account, other sigaifit variables from capital account
should also be included in the model. Empiricatigs that include transactions like
FDI, international financial investments (like bendiebentures, and shares) and other
cross border financial transactions that have impacexchange rates could provide

better analysis.
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5.2. Conclusion

There is negative relationship between capital actdalance and real effective
exchange rate whereas positive relationship betwasent account balance and real
effective exchange rate. So, there is need to fd the reason behind this
contradiction. At the same time as there is nolarkage between current and capital
account balance, significant performance of cures@iount convertibility cannot be

ascertained because if the current account perfaresain real productive sectors are
favorable, then capital investment should incred®et there is no provision for

capital mobility so significant capital injectios absent.

Increase in trade balance between India and UStsesudecrease in real exchange
rate between Nepal and India. In other words, highe export of India to US there
will be appreciation of NRs with respect to IRs.mlpal rate is fixed to IRs as 1.6
NRs per IRs. Since exchange rate of NRs with IRassthe reflection of exchange
rate of IRs with USD, exchange rate of NRs witlpees to IRs will also appreciate. It
is important to find out gain or loss of Nepal irade with its trade partners

considering the real economic status

Further, due to standstill industrial growth reisgtin sluggish export performance
and subsistence agriculture sector, demand isalahbed through domestic supply of
goods. This has ultimately made Nepalese econondep@nd on excessive import
thereby leading to prolonged trade deficit. Themefat is of utmost importance to

assess the achievement or loss due to current@tcooavertibility.

With no provision of financial liberalization viaapital account, the reserve trend
confirmed the reason behind holding the internatiogrserve as risk prevention for

exchange rate volatility. Money supply seems toehpusitive influence which is
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likely that growth in it will increase investmentc consumption thereby enhancing
investment in productive sector. Investment in pcitve sector improves export
earning those results with increase in reservematation. The opposite will be the

scenario if money supply is inefficient.

To ensure safeguard against foreign exchange erqaint, export sectors should be
improved. In the words of Michael P. Todaro, thetmuld be emphasize for true
long- term economic investments in plants, equipsiemhysical and social

infrastructure, etc and not for the speculativatehp-urther, LDCs (Least Developed
Countries) like Nepal needs to focus first on mgttfundamental conditions for
development into place, because evidence showsbibiiit MNCs (Multinational

Corporations) and portfolio investors follow growtather than lead it. We must
recognize that multinational corporations are mothe development business; their
objective is to maximize their return on capitahal is why over 90% of global FDI

(Foreign Direct Investment) goes to industrial does and the fastest growing
LDCs. MNCs seek out the best profit opportunitiad are largely unconcerned with

issues such as poverty, inequality and unemployih€&ataro, 2007).

5.3. Recommendations
With due consideration from the empirical findingdathe conclusions drawn above,
the following should be the policy targets to geepgared for capital account
convertibility;

1. There should be sincere assessment regardiractievement of full current
account convertibility. There should be some kifigpalicy sequencing to maintain
current and capital account balance as they arereds independent to each other

and their relationship with exchange rates aregppbsite.
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Before moving to capital account convertibility, f@emance of current account
convertibility should be enhanced by putting empteasor true long- term economic
investments in plants, equipments, physical anéakadrastructure and not for the
speculative capital. Nepal needs to focus firspatting fundamental conditions for
development into place, because evidence shows bibigt MNCs and portfolio

investors follow growth rather than lead it.

2. Objective behind reserve holding should alspteeautionary motive so as to
avoid risks due to volatility and international @éapmovements. At the same time
transaction motive should be maintained throughciefit supply of money to

productive channels that help to enhance exponirezs.

3. Exchange rate needs to be revalued to reflectehl economic condition of
the Nepalese economy. This can at least help tomize some deficits in current
account. However, as the appreciation of NRs wa$pect to IRs is significantly
higher, it needs to be readjusted step by steps g0 avoid any unfavorable counter
economic shocks. It is important to establish tley kleterminants of the real
exchange rate and show how each of these consibaitehanges in the real exchange

rate which, in turn, impacts upon the incentivaseiporting.
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ANNEXES
ANNEX I: TABLES AND FIGURES RELATED WITH VAR ANALYS IS

Table I:VAR Lag Order Selection Criteria considerit? lags

Endogenous variables: CA KA XR
Exogenous variables: C
Included observations: 60

Lag LR FPE AIC SC HQ

0 NA 3.07E+16 46.47651 46.58123 46.51747
1 107.4652 6.08E+15* 44.85749* 45.27636* 45.02133*
2 8.830496 6.97E+15 44.99088 45.7239 45.2776
3 18.33469 6.56E+15 44.92418 45.97136 45.33379
4 6.888986 7.74E+15 45.07761 46.43893 45.6101
5 21.88358* 6.47E+15 44.88026 46.55573 45.53563
6 5.394887 7.88E+15 45.04867 47.0383 45.82693
7 4.989322 9.70E+15 45.21738 47.52115 46.11851
8 10.97334 1.01E+16 45.20385 47.82178 46.22787
9 11.1861 1.03E+16 45.15429 48.08637 46.30118
10 5.674494 1.26E+16 45.25861 48.50485 46.52839
11 14.1517 1.12E+16 45.01432 48.5747 46.40698
12 8.705203 1.22E+16 44.93583 48.81037 46.45137

Table 1I: VAR Lag Order Selection Criteria consiider 5 lags

Endogenous variables: CA KA XR
Exogenous variables: C
Included observations: 67

Lag LR FPE AIC SC HQ

0 NA 2.92E+16 46.42512 46.52384 46.46418
1 111.4155 6.51E+15 44.92528 45.32015* 45.08153*
2 7.646916 7.51E+15 45.06648 45.75751 45.33992
3 20.16797 6.93E+15 44.98132 45.96849 45.37194
4 11.02645 7.45E+15 45.04578 46.32911 45.5536
5 24.68163* 6.09E+15* 44.83048* 46.40996 45.45549

* indicates lag order selected by the criterion

LR: sequential modified LR test statistic (eactt &g 5% level)
FPE: Final prediction error

AIC: Akaike information criterion

SC: Schwarz information criterion

HQ: Hannan-Quinn information criterion
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Table Ill: Vector Autoregression Estimates of Edquai(4.a)

Dependent Variable: KA
Method: Least Squares
Included observations: 67 after adjusting endpoints

Variable Coefficient Std. Error t-Statistic Prob.
C -903.9192 2927.459 -0.308773  0.7588
CA(-1) 0.001192 0.135942 0.008766 0.993
CA(-2) -0.182479 0.139055 -1.312275  0.1953
CA(-3) -0.137393 0.13798 -0.995746  0.3241
CA(-4) -0.100603 0.139457 -0.721388  0.474
CA(-5) 0.202313 0.128697 1572012 0.1221
KA(-1) 0.171261 0.151608 1.129626 0.2639
KA(-2) 0.199395 0.151429 1.316752 0.1938
KA(-3) 0.233042 0.166449 1.400086 0.1675
KA(-4) -0.119007 0.164388 -0.723936  0.4724
KA(-5) 0.01875 0.167404 0.112003 0.9113
XR(-1) -210.5588 124.7375 -1.688015  0.0975*
XR(-2) 69.26031 134.3144 0.515658 0.6083
XR(-3) 99.55618 128.8299 0.772772 0.4432
XR(-4) -50.58164 132.8447 -0.380758  0.705
XR(-5) 140.4468 121.4108 1.15679 0.2527
R-squared 0.346404 Mean dependent var 1177.757
Adjusted R-squared 0.15417 S.D. dependent var 326423
S.E. of regression 3978.694 Akaike info crieri 19.62004
Sum squared resid 8.07E+08 Schwarz criterion 14853
Log likelihood -641.2713 F-statistic 1.80199
Durbin-Watson stat 1.799976 Prob(F-statistic) .060382
* indicates that the coefficients are significanb8o level of significance
Table IV: Vector Autoregression Estimates of Equa{{5.a)
Dependent Variable: CA
Method: Least Squares
Included observations: 67 after adjusting endpoints
Variable Coefficient Std. Error t-Statistic Prob.
C -4538.101 2976.934 -1.524421  0.1336
CA(-1) 0.367939 0.13824 2.661603 *0.0104
CA(-2) -0.102162 0.141405 -0.722477  0.4733
CA(-3) 0.061918 0.140312 0.441292 0.6609
CA(-4) 0.135722 0.141814 0.957046 0.3431
CA(-5) -0.116079 0.130872 -0.886971  0.3793
KA(-1) 0.079139 0.154171 0.513322 0.6099
KA(-2) 0.018984 0.153989 0.123283 0.9024
KA(-3) 0.042287 0.169262 0.24983 0.8037
KA(-4) -0.272588 0.167167 -1.630636  0.1091
KA(-5) -0.179738 0.170233 -1.055837  0.296
XR(-1) 161.4012 126.8456 1.272422 0.209
XR(-2) 38.85053 136.5843 0.284444 0.7772
XR(-3) 289.6958 131.0072 2.211297 *0.0315
XR(-4) -185.1064 135.0898 -1.370248  0.1766
XR(-5) -153.7131 123.4626 -1.245017  0.2188
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R-squared 0.560402 Mean dependent var -734.7298
Adjusted R-squared 0.431108 S.D. dependent var 5364.189
S.E. of regression 4045.935 Akaike info crieri 19.65356
Sum squared resid 8.35E+08 Schwarz criterion 18005
Log likelihood -642.3942 F-statistic 4.334336
Durbin-Watson stat 2.087437 Prob(F-statistic) .00004

* indicates that the coefficients are significanb8o level of significance
Table V: Vector Autoregression Estimates of Equati®.a)
Dependent Variable: XR
Method: Least Squares
Included observations: 67 after adjusting endpoints
Variable Coefficient Std. Error t-Statistic Prob.
C 5.616818 2.736411 2.052622 0.0453*
CA(-1) -0.0000915 0.000127 -0.719684  0.475
CA(-2) -0.0000951 0.00013 -0.731927  0.4676
CA(-3) 0.000112 0.000129 0.870595 0.3881
CA(-4) -0.0000869 0.00013 -0.666372  0.5082
CA(-5) 0.000379 0.00012 3.147022 0.0028*
KA(-1) -0.0000138 0.000142 -0.097719  0.9225
KA(-2) 0.000116 0.000142 0.822942 0.4144
KA(-3) -0.000325 0.000156 -2.089879  0.0416*
KA(-4) -0.000092 0.000154 -0.598961  0.5519
KA(-5) 0.000166 0.000156 1.063401 0.2926
XR(-1) 0.735959 0.116597 6.311988 0*
XR(-2) -0.018884 0.125549 -0.150413  0.881
XR(-3) 0.189651 0.120422 1.574881 0.1215
XR(-4) 0.247519 0.124175 1.993305 0.0516*
XR(-5) -0.329452 0.113487 -2.902986  0.0054*
R-squared 0.86351 Mean dependent var 29.69342
Adjusted R-squared 0.823366 S.D. dependent var 8.848988
S.E. of regression 3.719042 Akaike info crieri 5.669554
Sum squared resid 7.05E+02 Schwarz criterion 196048
Log likelihood -173.9301 F-statistic 21.51023
Durbin-Watson stat 1.98799 Prob(F-statistic) 0

* indicates that the coefficients are significanb8o level of significance
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Date: 04/30/12  Time: 11:09

Sarnple: 1994:2 2010:4
Included observations: 67

Autocorrelation

Partial Correlation AC PAC

Q-Stat

Prob

!

! 1 0037 0.037
! 2 -0.023 -0.024
! 3 -0.092 -0.090
! 4 0116 -0.111
! 5 0012 0.5
! 6 0.183 0173
! 7 -0.037 -0.069
! g -0.026 -0.033
! 9 0.0%0 0131
! 10 0.049 0.078
! 11 0038 0.2
! 12 -0.119 -0.153
! 13 -0.054 0.011
! 14 -0.036 -0.003
! 15 -0.072 -0.147

0.0955
0.1321
0.7404
17213
17323
42711
43758
4.4375
5.0786
82717
5.3896
6.5815
6.8351
5.9454
7.4150

0.757
0.536
0.564
0.787
0.585
0.640
0.736
0.816
0.827
0.872
081
0.5584
0.810
0.8937
0.945

Figure 1: Correlogram fddtx

Diate: 04/3012  Tirme: 11:04

Sample: 1954:2 2010:4
Included observations: 67

Autocorrelation

Partial Correlation AC PAC

Q-Stat

Prab

! 1 -0.054 -0.054
! 2 -0.085 -0.088
! 3 -0.020 -0.030
! 4 0127 0118
! 5 0.006 0.017
! 6 -0.104 -0.085
! 70137 0147
! g 0.026 -0.020
| 9 0.079 0.057
! 10 -0.026 0.004
! 11 -0.165 -0.134
! 12 -0.065 -0.109
! 13 0.105 0.034
| 14 0.064 0.058
! 15 -0.100 -0.040

0.2077
0.7226
0.7501
1.9271
1.9299
2.7830
4.2080
4.2654
47617
48175
71427
78317
§.4795
8.8380
97215

0.6439
0.697
0.861
0.749
0.559
0.539
0.785
0.832
0.855
0.503
0.787
0.821
.81
0.841
0.837

Figure 2

Date: 04530412 Time: 11:12

Sarmple: 1994:2 2010:4
Included obserwations: 67

: Correlogram for Vitx

Autocaorrelation

Partial Correlation AC PAC

Q-Stat

Prob

1 -0.004 -0.004
2 0029 0.029
3 0.052 0.082
4 0033 0.033
5 0102 -0.107
6 -0.059 -0.071
70267 -0.274
g -0.128 -0.132
9 0.050 0.079
10 -0.272 -0.245
11 0141 0183
12 0128 0,108
13 -0.007 -0.045
14 0.053 -0.006
15 0.037 -0.132

0.0014
0.0627
0.5445
0.6242
1.3972
1.6624
71740
§.4629
§.6615
14.645
16.286
17686
17.692
17.935
18.060

0.971
0.969
0.5909
0.960
0925
0.945
0.411
0.390
0.469
0.146
0131
0125
0.170
0.210
0.260
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Figure 3: Correlogram for Wtx



Table V: Roots of
Characteristic
Polynomial

Endogenous variables: CA KA XR
Exogenous variables: C
Lag specification: 1 5

Root Modulus Inverse Roots of AR Characteristic Polynomial
0.946914 - 0.076720i 0.950017 15
0.946914 + 0.076720i 0.950017 10.
-0.011341 + 0.891096i 0.891168
-0.011341 - 0.891096i 0.891168 0.5+ *
0.617837 - 0.608873i 0.867438 0.0 il
0.617837 + 0.608873i 0.867438
-0.826095 0.826095 -0.5- .
-0.161455 - 0.796906i 0.813097 x
-0.161455 + 0.796906i 0.813097 -1.07
-0.527041 - 0.567314i 0.77435 s - -
-0.527041 + 0.567314i 0.77435 -15 -10 -05 00 05 1.0 15
0.675524 + 0.276849i 0.730053
0.675524 - 0.2768409i 0.730053 Figure 4: Roots lie inside unit cirt
-0.554513 0.554513
-0.425108 0.425108

VAR satisfies the stability condition

Table VI: VAR Residual Portmanteau Tests for Autoelations

HO: no residual autocorrelations up to lag h
Included observations: 67

Lags Q-Stat Prob. Adj Q-Stat Prob. df
1 0.882136 NA* 0.895502 NA* NA*
2 3.413421 NA* 3.504672 NA* NA*
3 6.724912 NA* 6.97139 NA* NA*
4 10.47878 NA* 10.9636 NA* NA*
5 16.42456 NA* 17.38888 NA* NA*
6 24.56003 0.0035 26.32456 0.0018 9
7 33.47962 0.0146 36.28477 0.0065 18
8 40.74285 0.0436 44.53285 0.0182 27
9 47.14626 0.1011 51.92988 0.0417 36
10 60.6273 0.0598 67.77602 0.0157 45
11 70.07514 0.0697 79.07968 0.0147 54
12 75.75365 0.1301 85.99714 0.0287 63

*The test is valid only for lags larger than the RAag order.
df is degrees of freedom for (approximate) chi-sgudistribution
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ANNEX II: TABLES AND FIGURES RELATED WITH COINTEGRA TION ANALYSIS

Table VIII: Augmented Engle- Granger (AEG) Critid&hlues Calculation Table

T Level of T g\flo. No. of E(E)I:Tﬁf
varian | Significa samples (1) oo B1 B2 B3 B/T B2/T? Ba/T? lelT 2t
t nce ) Series B3/
Tc 1% 31 5 -4.95756) -21.8888 -45.14p 0 -0.70607 04697 0 -5.71061
Tc 5% 31 5 -4.41519 -14.0406 -12.57p 0 -0.45292 01809 0 -4.88120
Tc 10% 31 5 -4.13157  -10.741f -3.784 0 -0.34651 00894 0 -4.48201
Tc 1% 31 3 -4.29374  -14.4354 -33.19p 47.483 -0.8856 -0.03454 0.0016 -4.79234
Tc 5% 31 3 -3.74066| -8.5631 -10.85p 27.982 -0.29622-0.01129 0.00094 -4.02724
Tc 10% 31 3 -3.45218 -6.2143 -3.71§ 0 -0.200461 0088 0 -3.65651
Tc 1% 72 3 -4.29374  -14.4354  -33.19%6 47.483  -0.2204 -0.00640( 0.00013] -4.50051
Tc 5% 72 3 -3.74066| -8.5631 -10.85p 27.982 -0.12893-0.00209 7.5E-05 -3.8616
Tc 10% 72 3 -3.45218 -6.2143 -3.714 0 -0.08631  oQ7@ 0 -3.53921
Tc 1% 72 2 -3.89644f -10.9519 -22.52) 0 -0.15211 00484 0 -4.05289
Tc 5% 72 2 -3.33613| -6.1101 -6.823 0 -0.084863 0182 0 -3.42231
Tc 10% 72 2 -3.04445 -4.2417 -2.72 0 -0.058906 0@U&2 0 -3.10388

Notes: All the values oBw, B,, B, andps for 1, 5 and 10% level of significances for copesding
number of I(1) series are adopted from James GKwuaon (2010):Queen’s Economics Department
Working Paper No. 1227 and other calculations leyatthor

[— NOMINAL ---- REAL |

Figure 7. Graph showing the Real and

Nominal Exchange rate NRs per IRs

—— CAB ---- TBNI

Figure 8. Graph showing the Current

Account Balance and Trade Balance

Between Nepal and Inc



ANNEX III: TIME SERIES DATA

Table IX: Quarterly Time Series Data

Trad
e
| Share | Sher | |

Year CA KA XR CPli | CPla |CPIn India e TBia | XRia | XRin

%) RO

W

(%)
1993Q1| -1799.8| 2297.4 40.8 767 1413 80.4 64.6 1345.0| 55.4 1.6
1993Q2| -2005.8| 1917.7 40.1 76/4 1422 78.8 64.6 .1-21-236.7| 56.9 1.6
1993Q3| -4316.3| 2250.9 33.3 76 1436 785 52.6 -23:891.9| 60.1 1.6
1993Q4 | -7591.9| 2900.§ 21.3 7409 1443 717 331 .5-17-261.9| 58.9 15
1994Q1| -2729.2| 2667.9 41.2 817 1452 874 62 -18:302.6 | 55.8 15
1994Q2 | -3354.6| 2216.8 35.9 83/1 1459 859 55.6 -2134.0| 55.1 15
1994Q3| -10615.4 2180.3 25.7 835 1471 85.1 40.2 3 [.-460.2| b55.2 1.6
1994Q4 4152 9793.7 23.4 83 148 85.1 364 3 -352.869 5% 1.6
1995Q1| -3624.4| 2151.4 25.2 905 1493 93 39.1 104899.8| 51.7 1.6
1995Q2 | -5837.6| 7085.7 24 91p 1499 934 37.3 12 24.13| 51.6 1.6
1995Q3| -3383.2| 2178.7 22.9 917 1514 91.9 36.4 5.58353.8 | 52.0 1.6
1995Q4 | -6650.7| 1381.9 20.2 919 1524 916 32.2 314-251.7| 50.7 1.6
1996Q1| -9407.8| 24245 24.2 100 1533 100 38.3 218149 | 50.8 1.6
1996Q2 | -6480.3| 1496.9 26.5 100 153.8 100 a2 20.644.€2| 54.1 1.6
1996Q3| -7970.3| 2392.6 24.1 100 155.6 100 38.4 13:819.5| 54.6 1.6
1996Q4 -8282 3656.6 21.7 100 156(8 100 34.4 14.535.63| 55.1 1.6
1997Q1| -4502.1| 1495.7 24.1 108.6 157.8 110 37.8 16-388.3| 51.8 1.6
1997Q2| -3202.4 1890 18.4 1101 1588 1099 293 1 10-247.3| 517 1.6
1997Q3 -6638 886.3 14.2 11 159|]9 108.1 22.9 8.3 17.63| 52.1 1.6
1997Q4 | -9747.7| 6406.7 14.8 1065 160.3 103.3 243 .1 P-3829| 46.0 1.7
19980Q1 -9546 934.8 15.6) 114{1 16112 1115 25.3 11-505.6| 51.1 1.6
1998Q2 | -4172.4| 3916.7 18.3 1177 16135 112.6 30.65.11 -373.7| 53.0 1.7
1998Q3| -1337.6| 4878.7 19.6 1194 1622 113.3 32.83.6 1 -496.9| 535 1.7
1998Q4 | -3213.1| 2667.3 19.2 119.9 1638 111.8 32.6 16458.4 | 56.8 1.7
1999Q1 -788.1 1760.7 21.9 1331 1637 126.2 36.7 .2 14-475.6| 52.3 1.7
1999Q2 810.1 1951.8 22.6 135 164/1 13p.7 37.3 D.4261.7| 51.6 1.7
1999Q3| -1066.2 2975 209 1297 1652 125 34.5 16-487.1 | 54.2 1.7
1999Q4 | 2181.2 3037.8 25.8 126.3 1664 1235 41.7 .6 25-438.4| 40.2 1.6
2000Q1 | -1376.2| 1847. 23.5 136.1 167.7 187 37.1 3 19-587.7| 53.6 1.6
2000Q2 | -3031.7 974 15.3] 136|8 1685 1352 244 17:233.4| 535 1.6
2000Q3 542.5 2449.7 23.1 1358 1708 133.1 37.4 3 18:633.8| 54.9 1.6
2000Q4 -1762 3607.2 18.8 1327 1722 1341 294 3 21:658.7| 57.8 1.6
2001Q1| -1578.9| 2359.9 22.4 1405 1735 139.2 36.12.6 2 -666.1| 56.8 1.6
2001Q2| -3060.7 1489 18.9 1407 1744 1391 30.2 7 20-:450.7| 57.9 1.6
2001Q3 726.2 2611.2 20.5 1393 1763 1356 33.3 3 26-:472.5| 59.0 1.6
2001Q4 | -2949.8 374 18.9] 136(2 177|7 13B.6 29.2 33:470.6| 39.9 1.6
2002Q1 | -3905.6| 1268.1 26.1 147.1 17718 143.2 41.805 ¢ -567.5| 57.5 1.6
2002Q2 -3451.9 886.2 20 1477 17711 14p.9 32.1 58:455.4| 57.6 1.7
2002Q3| -4865.3 982.3 29.1 146,13 1788 139.6 47.7 .3 63-557.9| 59.6 1.7
2002Q4 | -6294.4 -309 39.8) 1429 1799 14p.8 626 465-634.1| 616 1.6
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Trad
e
| Share | S| |
Year CA KA XR CPIli | CPla |CPIn . e TBia | XRia | XRin
India

(%) RO

W

(%)
2003Q1 5017.1 -1225.4 37.5 1531 181 1489 60.7 2 60-713.1| 57.3 1.6
2003Q2 37111 -314.4 33.2 1528 1813 146.8 54.2 .6 63-518.4| 57.1 1.7
2003Q3 34442 -3107.8 36.2 1527 1837 148 58.7 67632.7 | 57.3 1.7
2003Q4 1492.5 -8008.2 42.2 149.2 1837 1525 64934 6 -588.6| 37.6 1.6
2004Q1 9344 118-41.8 35.4 157.8| 184.9] 156.2 56.2 575 -696.0 53.6 1
2004Q2 2425.2 5026.3 35.2 1584 1847 1544 56.5 .3 70-539.2| 53.1 1.6
2004Q3 2088.6 -9406 33.5 157\7 1872 153.3 53.9 9 68:750.1| 53.1 1.6
2004Q4 | -1063.4| -1290.1 41.7 1537 1894 155.2 64.92.3 | -651.6| 56.2 1.6
2005Q1 5033.4| -4513.2 344 165.2 190.1 160.2 5556.6 6 -714.0f 53.0 1.7
2005Q2 4768.1 -9024.4 32.9 16H 1907 159.8 53 75:833.2 | 51.2 1.7
2005Q3 8842.7 -5773.2 34 16417 1932 16R.1 53.7 5 83:688.8| 51.3 1.6
2005Q4 5647 -3054.9 37.5 1594 1948 165.1 56.5 3 18:704.6| 37.3 15
2006Q1| -2240.5| -1030.4 37.6 1714 1981 174.7 57.58.5 | -886.1| 51.0 1.6
2006Q2 5165.7 1080.3 354 1736 1976 172.7 555 .2 80-841.1| 515 1.6
2006Q3 5171.6 1346.3 36.8 178 200 178.7 57.3 76.747.8 | 515 1.6
2006Q4 2494.2 3338.1 42.3 170.4 208 179.7 62.9 13:960.9 | 54.8 15
2007Q1 -1131 3654.4 40 183|1 202[9 1849 61.9 77865.4 | 51.0 1.6
2007Q2 1825.1 -3430.6 36.5 185.1 2019 1854 56.79.7 7 -751.6| 48.7 1.6
2007Q3 4447.2 2541 37.4 185 2052 185.2 58.2 76.824.2 | 48.2 1.6
2007Q4 | -2613.9| -1193.9 37.2 181 2082 188.2 55.7 .6 §9-419.7| 35.1 15
2008Q1 | -4595.6 808.7 38.8 1947 2084 197.1 59.7 .3 12-436.8| 43.1 1.6
2008Q2 | -2959.3| 2986.2 384 1952 2104 196.3 594357 -592.7| 425 1.6
2008Q3 7534.5 7504.9 44.8 1979 2133 199 69.5 17-634.7 | 43.2 1.6
2008Q4 | 13700.8 1430.9 457 1954 2185 2085 67 7 72:239.6| 47.6 15
2009Q1 2637.5 1715.6 37.7 2137 2181 223.8 56.4 .9 %9-333.7| 46.7 15
2009Q2 7481.5| 10323.6 33.4 2182 2113 2244 50.485 % -485.6| 47.9 15
2009Q3| 10601.7] 3185.9 39.4 218.3 2127 2247 58.91.9 7 -369.2| 49.6 15
2009Q4 | 3904.6 -592.9 40.2 21448 215 234 57.9 60.835.9- | 30.6 15
2010Q1| -6872.4| 1724.9 34.8 238.6 216 2458 528 2856:172.8| 433 1.6
2010Q2 -8273 -8150.4 31.3 2472 2163 249.1 483 .9 54-3445| 40.6 1.6
2010Q3| -4066.1| 2246.7 38.7 246.2 2178 250.1 59.36.1 6 -513.8| 40.2 1.6
2010Q4 1494.6| 13653.p  43.3 242.6 2181 257.1 68.70.8 7 -458.8| 41.7 15

Sources

1. KA, CA, Exchange Rates with Indian Rupees an®USRni, TBni are from various Quarterly Bulletir

NRB

2. CPI for India is from Labor Bureau, Governmehindia and calculation by the author.
3. CPI for USA is from Bureau of Labor Statist{8.S) and calculation by the author.

4. 1993 stands for FY 1992/93 and similar conwentor other fiscal years.
5. TBia is from U.S. Census Bureau, Foreign Tid://www.census.gov/foreign-trade/data/)and aialtton by

the author.

6. XRia is from RBI, India (http://www.rbi.org.in)
7. 1993 stands for FY 1992/93 and similar conwentor other fiscal years.

Notes:

*Exchange rate (XR) is the average of buying seiting rate.
* Real values of TBia is in million USD
*Real values of CA, KA and TBni are in Million NR
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Table X: Yearly Time Series Data

Year CAg KAg M2g IRg XRu
1980 | -0.01462892 0.0247227 0.2263415 0.0955334 3681
1981| -0.0108214 0.0232102 0.2309921 0.0832314 290%
1982| -0.01265974  0.0249806 0.2406438 0.0948948 606974
1983 -0.049419 0.0274297 0.2726827 0.064B09 303278
1984 | -0.03419191 0.0306312 0.2661033 0.046(0384 33820
1985| -0.0396891¢ 0.0272651 0.263949 0.0273258 B3&A8
1986 | -0.0443335" 0.0325024 0.2719869 0.0338261 53826
1987 | -0.04547753 0.0295673 0.2739895 0.0413664 48430
1988 | -0.0601096*1 0.0567965 0.2785552 0.0668846 1363
1989 -0.070799 0.0663372 0.2980308 0.0697P59 46%Hb
1990| -0.07497982 0.0569429 0.3051022 0.0836913 54344
1991 | -0.0789206" 0.0523385 0.3133041 0.093936 48Z%H
1992 | -0.06739041 0.0490076 0.3055146 0.1334499 55299
1993 | -0.0581534¢ 0.0319244 0.3401247 0.1539291 38944
1994 | -0.04028263 0.0538124 0.3501601 0.175847 84185
1995| -0.05377484 0.040172 0.3694979 0.15840956 5a6E5
1996| -0.086545] 0.0297333 0.3722272 0.1335706 55.21
1997 | -0.05884932 0.0299102 0.3697533 0.1308858 25949
1998 | -0.05048513 0.0298433  0.420358 0.1460796 88.82
1999| 0.000687355  0.02081%6 0.4467372 0.1565268 66384
2000| 0.05309390%  0.0223601 0.4904524 0.1711243 75878
2001 | -0.0248093% -0.0506187 0.4857191 0.1694756578863
2002 | 0.039528516 -0.0688647 0.4875214 0.1743778326865
2003 | 0.02359603% -0.0239826 0.499585 0.185107 ®B&%BB
2004 | 0.02719707 -0.0374251 0.5166476 0.2013608 16498
2005| 0.019586639 -0.0406563 0.5097283  0.182457 66974
2006 | 0.021747207 0.00272%2  0.530244 0.1979146 883b
2007 | -0.0012395¢ 0.0028685 0.5434234 0.1939323 7309H
2008 | 0.029031107 0.0232266 0.6073306 0.1981936 92872
2009 | 0.041800294  0.0244935 0.6360446 0.2233152 2383
2010| -0.02735127 0.0156226 0.6084478 0.179228 3530

Source: KA, CA and Exchange rate of NRs per USDftara various Quarterly Bulletins, NRB

Notes: * Real values of GDP, CA and KA are in Mitli Rs.
*1993 stands for FY 1992/93 and similanvention for other fiscal years.
*Calculation to convert to real valug#sall the variables by author.
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