
NATURE OF THE MOLECULAR INTERACTION IN
DNA-PROTEIN COMPLEXES

A THESIS SUBMITTED TO THE
CENTRAL DEPARTMENT OF PHYSICS

INSTITUTE OF SCIENCE AND TECHNOLOGY
TRIBHUVAN UNIVERSITY

NEPAL

FOR THE AWARD OF
DOCTOR OF PHILOSOPHY

IN PHYSICS

BY
RAJENDRA PRASAD KOIRALA

APRIL 2021



NATURE OF THE MOLECULAR INTERACTION IN
DNA-PROTEIN COMPLEXES

A THESIS SUBMITTED TO THE
CENTRAL DEPARTMENT OF PHYSICS

INSTITUTE OF SCIENCE AND TECHNOLOGY
TRIBHUVAN UNIVERSITY

NEPAL

FOR THE AWARD OF
DOCTOR OF PHILOSOPHY

IN PHYSICS

BY
RAJENDRA PRASAD KOIRALA

APRIL 2021



RECOMMENDATION

This is to recommend that Mr. Rajendra Prasad Koirala has carried out research

entitled “Nature of the Molecular Interaction in DNA-Protein Complexes” for the

award of Doctor of Philosophy (Ph.D.) in Physics under our supervision. To our

knowledge, this work has not been submitted for any other degree.

He has fulfilled all the requirements laid down by the Institute of Science and Technology

(IoST), Tribhuvan University, Kirtipur for the submission of the thesis for the award of

Ph.D. degree.

. . . . . . . . . . . . . . . . . . . . . . . . . . .

Dr. Narayan Prasad Adhikari
Supervisor
(Professor)
Central Department of Physics,

Tribhuvan University, Kirtipur,

Kathmandu, Nepal

. . . . . . . . . . . . . . . . . . . . . . . . . . .

Dr. Prem Prasad Chapagain
Co-supervisor
(Associate Professor)
Department of Physics,

Florida International University

Miami, United States

April 2021

ii

chapagap
Signature



LETTER OF APPROVAL

[Date: 13/04/2021]

On the recommendation of Prof. Dr. Narayan Prasad Adhikari and Dr. Prem Prasad
Chapagain, this Ph.D. thesis submitted by Mr. Rajendra Prasad Koirala, entitled
“Nature of the Molecular Interaction in DNA-Protein Complexes” is forwarded by
Central Department of Research Committee (CDRC) to the Dean, IOST, T. U..

. . . . . . . . . . . . . . . . . . . . . . . . . . .
Dr. Om Prakash Niraula
Professor
Head
Central Department of Physics,
Tribhuvan University
Kirtipur, Kathmandu
Nepal

iii



DECLARATION

Thesis entitled “Nature of the Molecular Interaction in DNA-Protein Complexes”
which is being submitted to the Central Department of Physics, Institute of Science
and Technology (IOST), Tribhuvan University, Nepal for the award of the degree of
Doctor of Philosophy (Ph.D.) is a research work carried out by me under the supervision
of Prof. Dr. Narayan Prasad Adhikari of Central Department of Physics, Tribhuvan
University and co-supervised by Dr. Prem Prasad Chapagain of Department of Physics,
Florida International University, Miami, United States of America.

This research is original and has not been submitted earlier in part or full in this or any
other form to any university or institute, here or elsewhere, for the award of any degree.

Rajendra Prasad Koirala

i



ACKNOWLEDGMENTS

On the behalf of pathways of research works, I could be alone without proper guidance
of my supervisors, support of friends and caring of my family members. This work
is the outcome of a collaborative efforts and contributions from many helping hands.
My deepest gratitude goes to my supervisor Prof. Dr. Narayan Prasad Adhikari, Central
Department of Physics, Tribhuvan University (TU), Nepal and co-supervisor Dr. Prem
Prasad Chapagain, Department of Physics, Florida International University (FIU), USA,
who expertly guided me in every moment of this research work.

My sincere thanks to Prof. Dr. O. P. Niraula, Head, Central Department of Physics, TU
and formerHeadProf.Dr. B.Aryal for their support. Iwould like to thankDr. P.B. Tiwari,
Gergetown University, USA for suggestions and supports during my Ph.D. work.

I would offer immense acknowledge to my cousin Dr. G. R. Koirala for his coopera-
tion, fruitful suggestions and caring in every moment of my work. I sincerely thank
Prof. A. D. MacKerell Jr., University of Maryland, USA, for his valuable cooperation
on input force-field parameters. I would offer my sincere thank to Prof. Dr. S. K. Aryal,
Dr. H. P. Lamichhane, Dr. G. C. Kaphle, Dr. N. Pantha, Dr. T. R. Lamichhane and all the
faculty members of Central Department of Physics for the suggestions and cooperations.
I would be thankful to my lab mates Mr. S. P. Khanal, Mr. J. Powrel, Mr. H. K. Neupane
and Mrs B. Thapa for their productive discussion and assistance. The contributions of
Dr. R. Pokhrel and Mr. P. Baral, FIU, Dr. S. Lamichhane, Dr. R. P. Adhikari (KU) and
Mr. H. P. Bhusal are highly appreciable during my research work. I would be grateful to
Mr. R. K. Bachchan and Mr. M. K. Chaudhary for the great help during thesis writing.

I acknowledge the Nepal Academy of Science and Technology (NAST), Khumaltar,
Lalitpur, Nepal for three years Ph.D. fellowship. Likewise, I acknowledge the UGC
Award No. CRG-73/74-S&T-01 and TWAS research grants RG 20-316.

I would be here from the guidance and support of my family, friends and relatives. My
heartfelt gratitude goes to my father Reshmi Raj Koirala and late Fanisara Koirala for
loving and caring tomakeme in this stage. My special thanks goes tomywifeMrs. Laxmi
Paudel and my son Mr. Abhinav Koirala for the continuous support, encouragement and
patience.

. . . . . . . . . . . . . . . . . . . . . . . .
Rajendra Prasad Koirala

April 2021

iv



ABSTRACT

DNA base methylation at the O6 point of guanine is a major cause of cancer. This
methylation transits from G:C to A:T mutation pairs during the DNA replication and
translation process. The O6-alkylguanine-DNA alkylguanine (AGT) serves as a non-
methylating agent, which repairs methylation damage at the O6 point of guanine and
O4 point of cytosine by direct damage reversal mechanism. Despite the identification
of its role in the methylation damage repair process in the human body, a detailed study
is necessary to unlock the underlying mechanism during this methyl transfer process.
The present work is focused on the microscopic investigation of DNA-AGT interaction
to explore the more insight on DNA damage repair mechanism.

Molecular dynamics (MD) simulation has been carried out to investigate structural basis
of the DNA methylation damage repair mechanism, modeling three basic structures:
pre-methyl transfer condition (complex-I), transient intermediate state (complex-II), and
post-methyl transfer condition (complex-III). Complex-I represents the formation of the
DNA-AGT complex and complex-III represents the deformation of the complex AGT
from DNA. Complex-II is a close representation of the transient intermediate state of
complex-I and complex-II.

The structural and thermodynamic stability of each complex was examined with several
physical aspects. Formation of hydrogen bonds as well as energy contributions due
to electrostatic as well as van der Waals interactions were taken into consideration to
investigate favorable binding of the molecules in all three complexes, which agree with
the findings of Daniels et al., 2004. Steered Molecular Dynamics (SMD) results showed
that the force in pre-methyl transfer process was greater than that of the post-methyl
transfer condition referring to a more favorable binding between DNA and AGT in
complex-I. Our findings on force of binding between DNA and AGT agree with AFM
experiment of Tessmer and Fried, 2014; and DFT results of Jena et al., 2009. The study
was further extended to investigate the changes in the free energy during the interaction
of pre- and post-methyl transfer: the former with methylated GUA7 in DNA and the
later with methylated CYS145 in AGT. The umbrella sampling method was utilized
to calculate the free energy and the results suggested that the change in free energy
during the pre-methyl transfer process is greater than that of the post-methyl transfer
by 1.3 kcal/mol thereby demonstrating the stronger binding affinity of methylated GUA
with AGT than that of the complex in which methylation lies at AGT. Our free energy
result agrees with the outcomes of Hu et al., 2007.
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CHAPTER 1

1. INTRODUCTION

1.1 General Consideration

Biomolecules perform several works to keep the organisms in survival state (Banani
et al., 2017; Karplus & McCammon, 2002). They are essential for many biological
processes such as physical and mental growth, cell division, self-healing, signal trans-
mission, defensive mechanisms against external pathogens (Cotterill, 2003). Also, many
non-biological molecules including water, mineral, and air are integral entities of the
overall life processes. Despite the presence of all the biomolecules in the body, the
life process is impossible in the absence of these external non-biological molecules.
Indeed, non-biological molecules create a suitable environment and involve themselves
in life processes like food transportation, absorption, excretion, functionalization of the
sensory organs, neurotransmission, etc. (Cleaves II et al., 2012; Lowe et al., 1998).
Thus, the living body is the coalescence of such macro-molecules and non-biological
molecules under an appropriate cellular environment provided with a certain pressure,
temperature, and volume. If there is any complication in a biomolecule, it is propagated
to other molecule.

Out of many biological molecules, nucleic acids (Deoxyribose nucleic acid (DNA)
and Ribonucleic acid (RNA)) are the genetic information carrying molecules. Basically,
DNA expresses the protein and carries the hereditary characters from parents to offspring
(Fleck & Munro, 1966). Aberration in DNA may cause the genomics damages, which
ultimately produces the genetic effects. Methylation damage is one of the common
type of DNA damages that can mutate cytosine-guanine pair into adenine-thymine pair
in DNA (Tessmer & Fried, 2014). A protein O6-alkylguanine-DNA alkyltransferase
(AGT) has been proposed as methyl damage repair protein. It is still in clinical trial
(McKeague et al., 2018). Motivated by DNA repair characteristics of AGT, this work is
focused on the investigation of bindingmechanism ofDNA andAGT, andmathyl damage
repair process in DNA by utilizing AGT. To build the general background of the problem
regarding the DNA-AGT interactions, we begin discuss some general backgrounds of
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conformation and important functions of protein and DNA.

1.2 Proteins and Nucleic Acids

Twenty amino acids are the basic building blocks of naturally occurring proteins (Vickery
& Schmidt, 1931; Wagner & Musso, 1983). Each amino acid contains an amine-head
(NH2-) and a carboxyl tail (-COOH) (Hovmöller et al., 2002). When the carboxyl tail of
an amino acid covalently links to the amine head of another amino acid by eliminating
a water molecule, a dipeptide molecule is formed (Ramachandran & Sasisekharan,
1968; Lumry & Eyring, 1954). The covalent bond between amine and carboxyl groups
(CO-NH) of two amino acids is called a peptide bond and it is responsible to unite
these amino acids as a single molecule. Likewise, amino acids link together one after
another with peptide bonds and thus, forms a long chain like beads in a necklace, called
the polypeptide. The biologically functional polypeptide is called a protein (Bulaj,
2005; Dyson & Wright, 1991). Being a polycondensation of the backbone of amino
acids (-NH-RCH-CO-), in all proteins are similar, nevertheless, the side chain (-R) is
different. The side chain is different in every amino acid, resulting in the structural
and functional variation in proteins (Lumry & Eyring, 1954; Krimm & Bandekar,
1986; Khanal, Koirala, et al., 2021). As a long polypeptide cannot form a linear
structure, it twists into various shapes thereby seeking stability to minimize the total
potential energy of the molecule (Dyson & Wright, 1993; Myers et al., 1997) . The
structural variation in a protein molecule not only gives the conformation stability
but also contributes to the change in the chemical and biological properties of that
particular molecule (Hendrix et al., 2005). There are several interactions among the
amino acid residues to establish a protein structure. Hydrogen bonds, disulfide bonds,
salt bridges, hydrophobic interactions, van der Waals, and electrostatic interactions are
the key interaction mechanisms to form a stable and functional protein (Emamjomeh et
al., 2019).

Protein structures are classified into four types: primary structure, secondary structure,
tertiary structure, and quaternary structure (Pauling et al., 1951;Moutevelis &Woolfson,
2009). The primary structure is a linear chain of amino acids. A very light polypeptide
can remain in the primary structure; however, a heavy chain of protein does not stay
anymore in this structure. The local organization of the polypeptides via hydrogen bonds
generally forms the secondary structures. They are formed in a specific order like alpha-
helix, beta sheets, turns, and loops (Harteis & Schneider, 2014; Blake et al., 1978).
Three-dimensional folding of the polypeptide comprises the tertiary structure of the
protein. Disulfide bonds, hydrogen bonds, salt bridges, hydrophobic interactions, and
van der Waals interactions are employed to the tertiary structure of the protein. Multiple
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chain involvement to form a single protein molecule establishes the quaternary structure
of the protein which remains in a globular form (Serdyuk et al., 2017; Luscombe et al.,
2000). Different conformational structures of protein are shown in Figure 1 (Sun et al.,
2004).

Figure 1: Four different structures of Protein.

There are numerous of proteins in the human body to perform varieties of functions.
These functions include serving as carriers of vitamins, oxygen, and carbon dioxide.
Similarly, proteins perform a vast array of functions within organisms, including cat-
alyzing metabolic reactions, DNA replications, responding to stimuli, and transporting
molecules from one location to another (Chen et al., 2009). Proteins are the invariable
participants in all life processes. Protein-enzymes catalyze all chemical, electrochemi-
cal, and mechanochemical processes taking place in cells and organisms (Waterlow et
al., 1978). The most important function of proteins is that of an enzyme. Specialized
enzymes serve as catalysts for all metabolic reactions, DNA replications, the transition
of genetic information from DNA to mRNA, and the transfer of the information encoded
in the mRNA to the ultimate structure of the protein molecule (Watson, 2004).

The hydrophobic and hydrophilic nature of amino acids plays a crucial role in the
interaction of proteins with the surroundingmolecules (Bigelow, 1967). Hydrophobicity
in protein always tends to minimize the surface area owing to the reduced contact area
between the nearby molecules, whereas the hydrophilic amino acids on the surface
of protein molecule allow more area to interact with the nearby molecules due to an
enhanced surface contact area (Aftabuddin & Kundu, 2007).

Nucleic acids are thread-like macro-molecules that play a central role in hereditary
processes: storage of hereditary information, replication, transcription, and translation.
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They are categorized into two types: deoxyribose nucleic acid (DNA) and ribose nucleic
acid (RNA) (Fleck & Munro, 1966; Watson & Crick, 1953). The building blocks of
these nucleic acids are called nucleotides. Each nucleotide contains three subunits: a
part of phosphate, a pentose sugar, and a nitrogen base (Watson & Crick, 2010). DNA
and RNA differ from each other from the different number of the hydroxyl group in
C2’ carbon of pentose sugar. While RNA contains two hydroxyl groups bonded on C2’,
DNA contains a hydroxyl group and a hydrogen atom at the same position as RNA,
and hence it is named deoxyribose referring to the deficiency of oxygen (Leontis &
Westhof, 2001). DNA contains thymine (T), adenine (A), cytosine (C), and guanine
(G). During the synthesis of double strands, T links to A with two hydrogen bonds and C
links to G with three hydrogen bonds. RNA also contains four nitrogen bases: adenine
(A), cytosine (C), guanine (G), and uracil (U) (Singer, 1968; Watson & Crick, 1953;
Avery et al., 1944). Furthermore, the nitrogen bases are categorized into two types
depending upon the number of rings. Single ring bases are called pyrimidines and the
double ring bases are called purines. Cytosine, thymine, and uracil are pyrimidines;
whereas; adenine and guanine are purines. One nucleotide is covalently connected
to another nucleotide from C3’ to C5’ position through phosphodiester bonds. The
polycondensation of nucleotides via phosphodiester bonds form a long chain of single-
stranded DNA or RNA. When two strands are linked at nitrogen bases through hydrogen
bonds, double-stranded DNA (dsDNA) is formed. In such conformation of dsDNA, two
strands run oppositely containing 5’ to 3’ carbon in one strand and 3’ to 5’ carbon in the
complementary strand (Lucas-Lenard & Lipmann, 1971). the structures of DNA, RNA
and their nucleotides are shown in Figure 2.

Watson-Crick model, designed in 1953, is the first discovered model of double-stranded
DNA structure (Watson & Crick, 1953). They successfully modeled the DNA structure,
a right-handed double-helical form, formed by two antiparallel DNA helical strands link
via the sequence-specific base pairing of two strands (Wilkins & Randall, 1953). This
model has been explained as a "ladder polymer", the rungs being of equal length because
of the equality of these AT and GC pairing. The sides of the ladder are composed of
regularly alternating sugar and phosphate units. The steric hindrance between sugar
and phosphate causes the double helix structure into the twisting form. The twist angle
is roughly 30◦ in two successive base pairs so that one pitch is completed at about
10.6 successive base pairs on average. The distance corresponds to each pitch is about
34Å (Cotterill, 2003). During the interaction ofDNAwith othermolecules, the diameter
and the twisting angle of the double helix are changed. This structural change essentially
alters the biochemical function of the DNA molecule (Lucas-Lenard & Lipmann, 1971;
Watson & Crick, 1953).
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Figure 2: Structure of DNA and RNA: a DNA nucleotides contain G, C, A, T. Purine bases possess the
double ring (G and A) and Pyrimidines bases contain single ring (C, T).

Protein interacts with DNA to perform several works. Aside of several functions of
protein, DNA damage repair mechanism is one of the important mechanisms in living
cells. The entry of protein near the damaged part of DNA is the fundamental requirement
to initiate the DNA damage recovery. The protein should approach at a favorable
distance for their mutual interaction. In body mechanisms, as soon as the DNA repair
protein searches the appropriate position near the damaged site of DNA, they form the
biomolecular complex (Ames et al., 1993). To provide the fundamental idea of binding
mechanism in DNA and protein, the following section explains the basic concepts of
DNA-protein interactions.

1.3 DNA-Protein Interaction

Proteins and nucleic acids are two types of basic alphabets of life. The protein synthesis
process begins after the synthesis of messenger RNA (mRNA)(Lengyel & Söll, 1969).
In the beginning, mRNA is synthesized into the nucleus as the complementary strands
of DNA by the translation process and comes out to the cytoplasm through nuclear
pores. The mRNA binds to the ribosome. The ribosome catalyze to amino acids to
form the protein molecule. Amino acids stitch over the ribosome and synthesize a long
polypeptide. Proteins are synthesized by ribosomes in the living cells in accordance
with the genetic code in DNA (Lucas-Lenard & Lipmann, 1971). The synthesized
protein can be involved in several mechanisms of a living body. Several proteins are
involved in regulating the gene expressions that make code for proteins (Lucas-Lenard
& Lipmann, 1971; Lengyel & Söll, 1969). Proteins can interact with DNA and the
interaction between them is responsible for the different functions of life activities.
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Many crucial biological processes in our body such as the transport and translation
of RNA, packaging of DNA, genetic recombination, replication, and DNA repair are
controlled by the interaction of proteins and DNA (Dey et al., 2012). The bio-technical
manipulation of protein-DNA interaction can regulate the gene expression in some
virulence genes, which can be used for the treatment of many diseases (Emamjomeh
et al., 2019). Therefore, protein-DNA interaction is very important in the growth,
development, differentiation, and evolution of living beings. Proteins bind to DNA with
several distinct structural motifs such as the helix-turn-helix (HTH) motif, helix-loop-
helix (HLH) motif, helix-hairpin-helix (HhH) motif, zinc finger, and leucine-zipper.
HTHmotif recognizes the protein entry location in DNA and builds the space to interact
with DNA (Rosinski & Atchley, 1999). HLH motif is characterized by two α-helices
connected by a loop, generally find in protein dimers, inwhich one of the helices are active
to facilitate DNA binding (Chowdhury & Bagchi, 2015). Zinc finger (ZNF) domains
are usually the small protein motifs that contain multiple fingers like protrusions that
makes a contact with nucleic acids as well as the other proteins (Ebert & Altman, 2008).
It has a key role in the development and differentiation of several tissues. Similarly, the
HhHmotif plays a very important role in non-sequence-specific DNA bindings, and also
mediate in protein-protein interactions (Jones et al., 2003).

DNA-protein binding is mostly sequence-specific in which protein binds to DNA at
a site having a specific nucleotide sequence. CpG (cytosine followed by guanine)
sequence is usually observed in a sequence-specific manner (Esteller, 2007; Koirala et
al., 2020a). Sequence non-specific binding between protein and DNA is also found
in many complexes. In sequence non-specific binding, amino acid residues in protein
randomly interact with DNA nucleotides. In addition, the interaction between protein
and DNA is direct or indirect (Steffen et al., 2002). In the direct interaction, amino acid
residues interact directly to nucleotides at the interfacial region without any external
mediator, whereas solvent molecules, usually water, mediate the interaction between the
molecules in case of the indirect interactions (Emamjomeh et al., 2019; Harris et al.,
2014; Coulocheri et al., 2007).

Binding sites of protein with DNA rely greatly on the basic structure of protein like
secondary or tertiary. In secondary structure, intra-atomic binding is contributed by
the hydrogen bonds, whereas in the tertiary structure, many other components have
vital roles like formation of disulfide bond, hydrophobic interactions, salt bridges, non-
covalent electron cloud interaction etc (Chou & Fasman, 1978). Similarly, binding sites
of DNA are contributed by region specific like major groove or minor groove or base
modification. Moreover, the binding is also influenced by the global or local shape of
the DNA (Murugan, 2010).

The binding sites of DNA and functional protein are investigated on the basis of energy
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level during the formation of complex. The binding is favourable only when the complex
structure guarantees the energy level. The binding energy of the complex structure should
be sufficiently reduced to its lowest level. If the binding occurs at inappropriate site, the
free energy rises up and the complex becomes unstable. The shifting of free energy not
only depends on the variation in the active configuration of the local bases of DNA but
also in the dimensional change like length and precise angle of local bonds (Emamjomeh
et al., 2019). Local environment is also the key factor to create the suitable environment
in binding DNA and protein. Water molecules and ions around the binding site also play
key role in reducing the free energy of the entire complex. Figure 3, summarizes overall
binding patterns of DNA and protein and provides schematic picture of major binding
sites of DNA-protein complex and the thermodynamically favourable interactions in site
specific binding position (Gapsys et al., 2018).

Figure 3: Block diagram for specific sites of DNA and protein interactions. Protein mostly binds to DNA
in the specific sites.

In the interfacial region, several types of non-covalent interactions take place like hy-
drogen bonding, salt bridges, electrostatics, and van der Waals interactions. Since the
amino groups act as the hydrogen bond donors in protein main chains, side chains, and
DNA bases, they play a decisive role in forming hydrogen bonds in nucleotide-residue
pairs. Hydrogen bonds not only play role in intermolecular interactions, but they also
contribute to form the three-dimensional structures in the complex (Pace et al., 2014).
Similarly, some amino acid residues possess a positive charge at the side chains and the
phosphate part of nucleotide has a negative charge to the nucleotide. This condition
allows for direct electrostatic interaction. Acidic and neutral residues are poor electro-
static contributors. Van der Waals interaction is pervasive and plays a significant role in
binding protein and DNA (Nimrod et al., 2009; Mikles et al., 2013).

Protein usually binds toDNA through themajor groove. In the present study, the structure
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of the DNA-protein complex is a novel architecture in the sense that the protein binds to
DNA through theminor groove. The protein interacts with theminor groove via the helix
turn helix motif (Daniels et al., 2004). In the present work, the methyl adducts at the O6-
position of guanine, the seventh residue of DNA, GUA7, detaches the hydrogen bonding
with its pair partner cytosine and hence facilitates to rotate from the backbone of the
corresponding chain. The rotated methylated guanine when approaches to the binding
protein, several protein residues come to interact, and the complex becomes more stable
(Hu et al., 2008). Many of the other nucleotides and amino acid residues in AGT protein
enhances binding DNA and protein molecules, which ultimately provide sufficient time
to transfer themethylation damage to the specific site of the protein. Hydrogen bonds and
non-bonded electrostatics and van der Waals interactions play pivotal roles in binding
these structures. The covalent bonding between DNA and protein is transient (Jones et
al., 2003; DiStasio et al., 2014). Now, the major types of DNA damages, basically the
cause and effect of methylation damage in DNA will be explained immediately after this
section. This work is specifically focus on the methylation damage in guanine base of
DNA and its repair mechanisms.

1.4 Methylation Damage in DNA

There are several factors associated with DNA damages. The damage can occur due
to internal metabolism or toxic agents from the environment. The internal sources of
damage include alkylation, oxidation, hydrolysis, and mismatch of DNA bases (Jackson
& Bartek, 2009). Likewise, the ionizing and ultraviolet radiation, drugs for anticancer
chemotherapies are external sources of DNA insult (Lindahl & Wood, 1999; Chatterjee
& Walker, 2017). Moreover, there are various types of nitrogenous base damages in
DNA like chemical modifications of bases, missing bases, crossing the bases, base
methylations, etc. Among these, DNA base methylation, i.e., alkylation of DNA base,
is one of the major causes for the cell to be carcinogenic (Jackson & Bartek, 2009).

Basically, the damaged portion in DNAblocks the DNA replication and transcription and
then, causes the mutations in genomes. Physical structures and chemical properties are
altered in such mutated genomes which can also change the biochemical and biophysical
characters in the genetic materials (Drabløs et al., 2004). The mutations in the gene, an
aberration in DNA, causes a mutation in newly synthesized proteins during the protein
biosynthesis. If such types of aberrations in DNA are not repaired or wrongly repaired,
the corresponding cell may bemutagenic and can cause tumorigenesis (Tessmer & Fried,
2014). The physiological processes in the body may also cause the DNA damage (Soll
et al., 2017). During the DNA replications, the mismatch may take place. Likewise,
abortive topoisomerase I and topoisomerase II activity cause the double strands to break
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in DNA. Sometimes two partner strands in DNA come at closer proximity and strands
may be broken (Tessmer & Fried, 2014).

Chemical attack is also a potent cause of damage in DNA. Oxidation, hydration, and
alkylation are the major chemical modifications in DNA (De Bont & Van Larebeke,
2004). The by-products from reactive oxygen compounds may generate the DNA lesions
at nitrogen bases. Many other types of lesions are caused by hydrolysis and non-
enzymemethylations (Halliwell &Aruoma, 1991). The oxygen and nitrogen compounds
produced frommacrophages and neutrophils damage theDNAat the site of inflammation
and infections. The ultimate effect of chemical attack is also the obstruction in DNA
replications and transcriptions. The chemo-toxicmaterials primarily attack DNA strands
and break them (Torgovnick & Schumacher, 2015; De Bont & Van Larebeke, 2004).

The most pervasive cause of exogenous damage in DNA is the impinging of ultraviolet
rays on the cell nucleus and hampering on DNA chains (Ames, 1989). Although the
ozone layer on the top of the atmosphere absorbs the ultraviolet spectrum, especially the
ultraviolet C, the residual ultraviolet A and ultraviolet B can penetrate the atmosphere
and reach the earth’s surface (Jackson & Bartek, 2009). The exposure of this ultraviolet
spectrumviolently induces theDNAstrands producing about 1,00,000 lesions per second
(Ames, 1989; Marnett, 2000). The ionizing radiations produced from artificial and
natural sources of radiation greatly infect DNA, both in nitrogen bases and backbones.
Uranium, thorium on the earth’s crust constantly produces damaging rays like alpha rays,
beta rays, and gamma rays which generate damage in DNA and make them carcinogenic
(Jackson & Bartek, 2009). The naturally occurring radon gas accumulates at the corners
of the room and causes harm to the genetic material of people living at that home (Reuter
et al., 2010). Since radon is heavier than that of natural gases in the atmosphere, it can
deposit at the corners of home as the dust particles. Besides, many radioactive isotopes,
cobalt-60, iodine-131, and technetium-99m are used in cancer therapy. The radiation
produced from such artificial sources can have a reversible effect on cancer (Kaina et al.,
2007).

DNA base methylation is one of the chemical modifications in DNA in which methyl
adduct CH3 attaches to one of the atom positions of DNA nucleotides. It is the base-
pairing damage and is the major cause of cancer (Roos et al., 2004). The methylation
at the C5 position of cytosine is ubiquitous. Besides this methylation damage in DNA
nucleotide, a similar type of damage can occur in other bases. Methylation occurs not
only in the nitrogenous bases but also in the pentose sugar. If the nucleobase is modified
due to methylation, it becomes to tumorigenic Wyatt & Pittman (2006). It can block or
wrongly encode the newly generated nucleotide that seriously hampers the replication
and transcription leading to cellular death (Kaina et al., 2007; Christmann et al., 2011).
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During the protein biosynthesis, the selection of amino acids in the mRNA template
is not random rather the selection occurs how well it can fit in the three-dimensional
structure of a protein and its functional fold (Lucas-Lenard & Lipmann, 1971). Since the
mRNA template encoded from the original DNA strands affects the amino acid sequence
of newly synthesized proteins, it ultimately results in protein mutation. Though all types
of mutations are not harmful, the mutation by methylation is carcinogenic (Tessmer &
Fried, 2014).

As soon as the carbon atom of methyl fragment attaches to the O6 position of the guanine
base, the double bond between O6 and C6 reduces to a single bond and then N1 and
C6 become double-bonded by deprotonation at N1 (Daniels et al., 2004). Thus, the
methylated guanine can be structurally conserved as shown in Figure 4. In ordinary base
pairing, guanine pairs to cytosine via three hydrogen bonds. However, if the O6 point
of guanine is methylated, the guanine impairs to thymine during the DNA replication
so that G:C to A:T transition occurs. This transition may cause cell to be carcinogenic
and mutagenic. In the next section, will discuss the activity of AGT that is crucial in
methylation damage repair process in DNA.
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Figure 4: Atomic configuration of methylated and non-methylated guanine and cysteine. Methylation
at O6 point of guanine is a alkylation damage. After the melthyl transfer to active site cysteine of AGT,
DNA is restored into the normal form.
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1.5 DNA Repair Protein and Repair Mechanisms

There are approximately 1013 cells in the human body, each receives tens of thousands
of DNA lesions per day (Jackson & Bartek, 2009). Organisms have several defensive
mechanisms against such deleterious effects on DNA (De Bont & Van Larebeke, 2004).
DNA glycosylases, endonucleases, DNA polymerases, polynucleotide kinase, and ligase
enzymes take part in the direct damage reversal process. If the body enzymes are not
enough to repair the damage, this causes cell death by apoptosis or cellular senescence,
i.e., permanent cell-cycle withdrawal (Ali et al., 1998). Investigations to date have not
been able to discover the specific drug for the removal of methylation damage and the
ejection of covalently linked CH3 from the nitrogen base. A protein, O6-alkylguanine-
DNA alkyltransferase (AGT), had been purposed as the demethylation agent for the
damaged DNA nucleobase. The investigations targeting development of potential drugs
for new cancer types are challenging. The presumption of the appropriate drug from
theoretical designing is very helpful in developing new chemotherapeutics to treat such
disease (McKeague et al., 2018; Kelley & Fishel, 2008).

DNA regulatory proteins and transcription factors, restriction endonucleases, DNA
polymers, and nucleosomes are some important examples of DNA binding proteins
that play a fundamental role in the structural and functional features of DNA-protein
interaction (Luscombe et al., 2000). Transcription factors control the rate of transcription
of genetic information from DNA to mRNA by binding to a specific DNA sequence.
DNAandRNApolymerases are used to assembleDNAandRNAmolecules, respectively
by copying DNA or RNA template strands using base-pairing interactions (Alberts et
al., 2002). Nuclease is an enzyme that cleaves the phosphodiester bond between the
nucleotide subunits of nucleic acids. Histone proteins are highly alkaline proteins that
are found in eukaryotic cell nuclei that package and order the DNA into structural units
called nucleosomes (Kauffman & Karypis, 2012; Rohs et al., 2010). Like many DNA
binding proteins, AGT has been investigated as a repair agent of the methylation damage
in the nitrogen base of DNA.

AGT protein is found in both the cytoplasm and the nucleus of a cell (Arsham et al.,
2017). Although phosphorylation can facilitate the transport mechanism, its transport
mechanism within the cell is still unclear. It is highly sensitive to the O6-alkylguanine
lesion in DNA. When it recognizes the alkyl O6-position of guanine, it shifts towards
the lesion (Margison et al., 2003; Acharya et al., 2021). The repair process is quite
fast, within a few minutes. It has a remarkably conserved active site in all species from
bacteria to human (Arsham et al., 2017). This protein is non-toxic, even though it is
highly sensitive to methylating and chloroethylating agents. One interesting mechanism
is that it accepts the alkyl group like O6-alkylguanine lesions (Srivenugopal et al., 1996).
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AGT is a protein that is encoded by the O6-methylguanine-DNA methyltransferase
(MGMT) gene. It repairs the DNA base methylation by a direct damage repair process.
The repair process involves the catalysis of the alkylated guanines stoichiometrically
and irreversibly by transferring O6-alkyl adduct to active site cysteine (cys145 in human
AGT) without damaging the remaining nucleotides in DNA (Tubbs et al., 2007). AGT
acts alone to repair methyl lesions, which prevents the unnecessary stress of many
molecules during the repairing process. Likewise, this protein performs three different
tasks; searches the methyl adduct, binds, and receives the methyl adduct itself. Then, it
becomes inactive after accepting the alkyl lesion, so that stoichiometric repair is possible
(Liu & Gerson, 2006).

AGT binds to DNA at minor groove with helix turn helix (HTH) motif, identifies the
DNA damage, and searches the damaged nucleotide (Daniels et al., 2000). Then, the
side chain of arginine residue at 128th position in amino acid sequence in AGT slowly
intercalates between the backbones at the damaged region and flips out the damaged
nucleotide from the DNA base stack so that the methyl adduct could approach near to
the enzyme active pocket. The methyl adduct is then transferred to cysteine at 145th

amino acid sequence in AGT forming S-alkyl cysteine (Jena et al., 2009). During the
process, the sulfur atom is deprotonated and accepted the methyl adduct. This reaction is
called the suicidal reaction of cysteine because of the acceptance of unwanted fragments.
After the methyl transformation, the damaged DNA gets free from the methyl lesion (Hu
et al., 2008). The methylated cysteine then becomes inactive and does not harm the body
cell (Daniels et al., 2000; Falnes et al., 2004).

There are several repairmechanisms of alkylation lesions inDNA.Direct damage reversal
and base excision repair, nucleotide excision repair are themajor alkylation damage repair
processes. Many DNA repair proteins take part in these mechanisms (Dexheimer, 2013).
In single step damage reversal, cysteine at the active pocket region of AGT receives the
alkylation adduct and let the DNA free from the methylation damage. Moreover, AGT
removes the ethyl group from O6-alkylguanine, however, the process is much slower
than that in the case of the methylation repair process (Kaina et al., 2007). Human
AlkB homologues 2 and 3 (i.e., ABH2 and ABH3) repairs the alkyl damage in diverse
points of DNA base like N1MeA, N3MeC, N3MeT, and N1MeG. Both ABH2 and
ABH3 repair the same lesion, but they are different in their template specificity (Falnes
et al., 2004). ABH2 repairs the alkylating agent at double-stranded DNA and ABH3
repair the alkyl damage in single-stranded RNA substrate. Base excision repair (BER)
performs to repair against the alkylation damage like N7MeG, N3MeA, and N3MeG.
The glycosylase enzyme is responsible to repair such alkylations. In the beginning,
glycosylase recognizes the DNA damage and then proceed with the excision of modified
bases (Kaina et al., 2007; Ringvoll et al., 2006).
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AGTprevents N1-guanine-N3-cytosine interstrand cross-link damage in theDNA.When
chloroethylguanine (-CH2-CH2-Cl) is linked at O6 of guanine base, it may have a high
probability of cross-linking with N1 intrastrand rearrangement to form the N1-O6-
ethanoguanine. This leads to N1-guanine-N3-cytosine interstrand cross-link forming
cross-link damage in the DNA (Jaeckle et al., 1998). If AGT can be approached
before the cross-linking, it accepts the chloroethyl group, preventing the formation of
O6-chloroethylguanine cross-link damage. Besides, the base methylation, MMR deals
with mismatches caused by spontaneous or induced base deamination, oxidation, and
replication error (Jaeckle et al., 1998; Passagne et al., 2003).

DNA repair protein takes a few minutes to complete the task of the methyl transfer
mechanism. Methylated DNA and AGT should form the stable complex as the pre-
requisite of the transfer mechanism because AGT allows sufficient duration to recognize
the alkyl lesion in DNA. Immediately after AGT finds the location of alkyl adduct, one
step SN2 reaction takes place and methyl adduct is transferred to the sulfur atom of
the side chain of cysteine residue leaving the DNA non-methylated (Mattossovich et
al., 2020). For the quantitative measurement of binding affinity, we calculated binding
free energy between methylated DNA and AGT. The change in free energy during the
translation of onemolecule from another gives the binding affinity between themolecules
in the complex. It provides the information regarding the strength of binding as well
as the possibility of methyl transfer to AGT active site (Hu et al., 2008). To calculate
the binding free energy, we used the umbrella sampling technique to calculate the free
energy within the binding site. Since there are several energy barriers present within
the configuration states of the complex, it may take several thousand hours to evaluate
the free energy to represent all possible configuration states, which is computationally
and physically impossible. To eliminate this difficulty, some representative states can
be taken so that the free energy change along the path can be calculated (Sugita et al.,
2000; Virnau & Müller, 2004; Zang et al., 2005).

The comparison of free energy pre- and post-methyl transfer provides important insight
into the methyl transfer process. We calculated the free energy for this methyl transfer
process taking pre- and post-transfer complexes. Our presumed that that the free energy
change for post-methyl transfer should be smaller than that for pre-transfer (Virnau &
Müller, 2004; Sugita et al., 2000; Jayaram et al., 1999). To support our claim, steered
molecular dynamics (SMD) (Phillips et al., 2005) was performed to evaluate the force
for unbinding of constituent molecules within the complex. This method can reveal the
binding strength of AGT and DNA in terms of force. The decoupling force of AGT from
DNA in turn gives how strongly the protein binds to DNA.

We also proposed themolecular dynamics study for the stability of DNA-protein covalent
linkage. This condition reveals the structural variation of DNA and protein during the
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transition state from methylated to non-methylated state in the complex. As the pre-
methyl transfer condition gives complex structure before the DNA repair and post-methyl
transfer condition conveys the information after methyl transfer to AGT, we designed the
intermediate state of these two states of molecule. This intermediate state is transient in
nature.

1.6 Rationale of the Study

DNA carries the genetic information for the development, functioning, growth, and re-
production of all kinds of organisms. If some damage occurs in DNA, the corresponding
cell does not function properly. The aberrant DNA directly hampers the protein biosyn-
thesis through which the synthesized protein can be mutated (Tubbs et al., 2007). The
mutated protein may be carcinogenic. The detection and repairing of such methylation
damage in DNA are essential to protect the cell from cancer (Hu et al., 2008).

Previous studies proposed that a protein named O6-alkylguanine-DNA alkyltransferase
(AGT) can be a possible candidate to repair methylation damage in DNA, however, its
applications against the methylation damage have not been proven yet (McKeague et al.,
2018). As such, we carried out a comprehensive study to examine the methyl transfer
mechanisms by considering different interaction steps using molecular dynamics (MD)
simulations. To perform the work, we prepared the molecular complex taking the initial
structure from the protein data bank (PDB) and designed force fields for the methylated
segment of both DNA and protein.

Computational investigations, including molecular dynamics (MD) study are attractive
complement to experimental investigations. Prediction of molecular behavior during the
dynamics is highly beneficial to verify through a wet lab experiment (Banavali &MacK-
erell Jr, 2002). Therefore, we intended to investigate some important thermodynamic
and mechanical characters of molecules in dynamical conditions so that the proposed
protein would be suitable as a drug target. This work would be very helpful in designing
the drug against cancer caused by methylation at a specific position of guanine.

The present work is focused on the study of methylated guanine-based activity and the
mechanism of removing methyl moiety by interacting with the direct damage reversal
protein, AGT. Hence, the problem was handled in three different steps to a comprehen-
sive understanding of themethylation transfer process in the targetedmolecular complex:
entry of methylation at guanine base, intermediate state before and after methyl transfer
mechanism the covalent link of the methylated guanine base, and DNA repair protein
AGT, and finally the methyl transfer to AGT from DNA. Besides the study of molecular
interaction of protein and DNA, molecular dynamics (MD) simulation has been per-
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formed to determine the free energy by translating the DNA from binding protein AGT.
The free energy approach is a powerful tool to estimate the binding mechanism for large
biomolecular complexes (Kästner, 2011). The energy barriers in the configuration states
of molecular interaction can be overcome by applying biasing potential for different
sample windows of the complex. Moreover, a free energy map of interaction between
amino acids and nucleobase can provide the physical basis of discrimination of active
residues that take part in the interaction (Virnau &Müller, 2004). The activities of AGT
for DNA lesion recognition and repair have not been studied extensively but covers a
wide area of research. The molecular dynamics study of such three-step processes of
DNA and protein interaction provides the atomic-level study of DNA protein coopera-
tive mechanisms. The accurately designed force fields allow us to obtain a more precise
calculation of free energy.

As a close approximation of the transient complex, we designed a covalent linkage
between the protein and DNA and performed MD simulations. This work not only
investigates the specific problem for the present study but also provides a several av-
enues for the studies of such an important DNA-protein interaction, including structural
stability, and DNA damage-repair process. Moreover, SMD is often executed in the
binding mechanisms of protein-ligand molecules. Besides this common application of
SMD, we applied this technique in the study of protein-DNA binding mechanism, which
is expected as a novel application for the molecular system.

1.7 Objectives of the Study

This study is focused on the interaction between DNA and the DNA binding proteins.
Proteins basically interact with DNA by non-covalent bonding methods, nevertheless, in
some special conditions, it transiently links to the protein via covalent bonds. During this
process, the structure, as well as the physical and chemical properties of both molecules,
are altered. In this study, our basic purpose is to investigate the structural and physico-
chemical changes in non-covalent and covalent conditions in DNA and protein. In the
present study, the methylation damage in DNA was aimed to be non-methylated and
hence became free from the cause of cancer.

The study of some basic thermodynamic properties during the interaction of protein
and DNA is very important to understand the binding affinity of the corresponding
molecules. In the present study, a complex of methylation damaged DNA at the O6
position of guanine and a DNA repair protein O6-alkylguanine-DNA alkyltransferase
(AGT) was considered. We purpose the intermediate transient state during the methyl
transfer mechanism. This would be the novel structure in the study of DNA and protein
interactions. We aimed to form the covalent link of methylated carbon of DNA and
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sulfur at the sidechain of cysteine in AGT.

General objective:

Protein repairs several types of DNA damages. The fundamental goal of this work is to
study the DNA and protein interaction in covalent and non-covalent linkage to remove
the methyl damage from DNA. To fulfill the general objective, the following specific
objectives have been setup.

Specific objectives:

• Study the structural features of the DNA-protein complexes.

• Study the interaction sites of the DNA-protein complexes.

• The structural variation of the complex during non-covalent and covalent linkage
of the molecules.

• The study of the free energy profile of the DNA-protein complex during non-
covalent bonding and analyze energy variations in pre-and post-covalent bonding
of interactions.

• Study the effect of DNA base methylation and interaction of such DNAwith DNA
repair protein.

1.8 Organization of the Thesis

The structure of this thesis is organized as follows:

• Chapter 1 contains a brief introduction of DNA and protein interaction and the
repair mechanism of methylation damage in DNA.

• Chapter 2 contains a brief explanation of previous literature in a chronological
form which are related to our research field and is named "Literature Review".
This section includes the development summary of the works on the different types
of DNA discovery, different types of DNA damage, and the repairing techniques.
This explanation aims to verify the fundamental basis of our work.

• The theoretical background, necessary formulas, and algorithm that we have used
during this research work is covered in Chapter 3 and is named "Materials and
Methods". The chapter incorporates the basic concepts of molecular dynamics,
its applications, and the necessary mathematical relations to evaluate the thermo-
dynamic parameters in the research work.

• Major outcomes of the entire work of this research are documented and discussed
in Chapter 4 "Results and Discussion". In the beginning, the detailed explanation
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of the molecular system (DNA-Protein complex) that we used during the work is
explained. Then, the binding affinity of DNAwith protein is described by different
aspects; hydrogen bonding, electrostatics, and van der Waals interactions. The
quantitative analysis on decoupling force and free energy of binding of the complex
is highlighted for pre-and post-methyl transfer from the guanine base of DNA to
cysteine of AGT in the subsequent section. Furthermore, the transient reaction
during the methyl transfer mechanism is explained in order to investigate the
stability of the covalent complex between the DNA and protein.

• Chapter 5 "Conclusions and Recommendations" expresses the thematic aspects of
finding of the entire work and proposes the possible extension of the present work.

• The research work is summarized in the Chapter 6 "Summary".

Finally, the references are listed before closing this document. and published articles,
information of participation in scientific conferences and conference certificates are
incorporated.
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CHAPTER 2

2. LITERATURE REVIEW

Since its identification in 1869 by Swiss chemist FriedrichMiescher, significant advances
have been made in the understanding of DNA through experimental and theoretical stud-
ies, typically in interpreting the underlying mechanism of DNA and protein interactions
(Dahm, 2005). Such interactions in the DNA-protein complex have been analyzed
through various aspects including structural modifications, binding affinity, energy vari-
ations, etc. For the time being, sophisticated techniques have been developed that could
potentially provide a comprehensive study of DNA, its functions, and its aberration close
to reality. To elucidate the research progress in DNA-protein interactions, especially the
interaction of methylated DNA at the O6 point of guanine and DNA repair protein AGT,
we have reviewed and thematically summarized the historical development of DNA
discovery, the fundamental mechanism for DNA damage, and its repair.

2.1 Historical Development of DNA Discovery

The major credit for the discovery of DNA double-helix structure was gone to J. Watson
and F. Crick, however, its composition and hereditary carrying property had already
been studied for decades. For the first time, Swiss physiological chemist Friedrich
Miescher, in 1869, proposed the extremely new phosphorus-rich biomolecule into the
cell nucleus and he named it ‘nuclein’ (Miescher, 1869; Dahm, 2005; Avery et al.,
1944). Before he discovers nuclein, scientists believed that complex proteins must be the
hereditary carryingmolecules. On contrary to the existing belief of that period, Miescher
experimented and discovered that the cell nucleus contains different material than that
of protein. He pointed out that nuclein contains a large amount of phosphorus, which
is missing in the composition of protein however, his findings could not be published
until his professor Felix Koppe-Seyler repeated this experiment (Dahm, 2005). It took
about one year to repeat this experiment and was finally published in 1871 after the
verification by Prof. Seyler. After the publication of this work, many other biologists
were tempted towards this enticing field of genetic study. About two decades later,
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Rechard Altmann renamed ‘nuclein’ to ‘nucleic acid’ (Miescher, 1897). Despite many
works being carried out at the beginning of the twentieth century, very few noticeable
works were published in this field. In the 1940s, two independent works by Oswald T.
Avery, Colin MacLeod, and Maclyn McCarthy on the one hand and by Al Hershey and
Marta Chase on the other experimentally demonstrated the genetic information-carrying
character of DNA. Similarly, in 1953, Pauling and Corey purposed three intertwined
chains of DNA structure, having a phosphate near the fiber axis and the bases on the
outside, which was later modified by the Watson-Crick model in the same year (Pauling
& Corey, 1953).

In 1953, James Dewey Watson and Francis Harry Compton Crick revealed the first
insight into the structure of double-helix DNA and its working mechanisms (Watson
& Crick, 1953). Their two pages long article "Molecular Structure of Nucleic Acid"
in nature publication re-established previous findings, specifically the Meischer discov-
ery of ‘nucleic’. In that sense, the Watson-Crick model ultimately revolutionized the
biological world. In parallel, Maurice Wilkins had been working on the experimental
validation of the DNA double-helix structure from the x-ray diffraction method (Wilkins
& Randall, 1953). He also succeeded in presenting the double-helix structure of DNA
through x-ray images. For these groundbreaking successes of the discovery of DNA
structure, three scientists J. Watson, F. Crick, and M. Wilkins were jointly awarded by
Nobel Prize in physiology or medicine in 1962. After the discovery of the Watson-Crick
model, the next breakthrough regarding the DNA structure was the discovery of genetic
codes provided by the DNA bases. Robert W. Holley and his co-workers cracked out the
genetic codes and clearly showed how genetic codes are responsible for the creation of
a variety of organisms (Singer, 1968).

2.2 DNA Damage Detection

A large number of DNA damage detection methodologies have been developed follow-
ing the discovery of the double-helix structure of DNA. Notably, after the advent of
DNA sequencing technology in the twentieth century, damage detection became easier
and accurate. This method also disclosed the pathway for genetic engineering (W. Li
& Sancar, 2020). The research on DNA damage detection was initiated in the 1930s,
before the discovery of DNA double-helix structure, however, these studies were not
focused on the specific type of damage in DNA. In those periods, some effects on DNA
due to the exposure of ultraviolet (UV) rays were reported. Though some deteriorative
effects of UV rays were detected in the 1930s and 1940s, the DNA lesion detection
was initiated only in 1958 (Rupert, 1960). Varghese and Wang reported that the detec-
tion and desolation of DNA damage induced by ultraviolet rays were first successfully
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developed in the 1960s by using paper chromatography. Then, a new technology, the
radioactive labeling-based method was discovered in 1964. The labeling-based method
could successfully detect the nucleotide excision repair in bacteria and mammalian cells
(Varghese & Wang, 1967).

Out of many discoveries at the beginning of the 1970s, the fluorescence-based methods
were found to be highly effective. Based on this method, acridine orange staining and
hello assay was used to detect the breaking of DNA strands (Gruzdev & Kishchenko,
1978). During the same decade, high-performance liquid chromatography-mass spec-
troscopy (HPLC-MS) was discovered to detect the damage in DNA caused by mycotoxin
AFB1. Although HPLC-MS was a sensitive and specific assessment technique, it was
not helpful in the detection of oxidative base damages, mainly of guanine (purine base)
which is highly prone to oxidation (Essigmann et al., 1977).

DNA sequencing technology revolutionized contemporary research in 1975. Sanger and
Coulson reported that this invention was the first generation of sequencing technology
through which gene cloning was made possible with gene sequencing and had been a
landmark in genetic engineering research (Sanger & Coulson, 1975). Then, in 1980,
single-cell gel electrophores is (comet assay)was invented as new technology to detect the
breaking of theDNAstrand for a single cell. It is a highly sensitive and versatilemethod to
detect low levels of DNA damage in various cells (Ostling & Johanson, 1984; Freeman
et al., 1986). In the same decade, immunoassay-based methods were also invented
and were used to quantify UV-induced DNA damage (Mitchell & Clarkson, 1981).
Afterward, different kinds of polymerase chain reaction (PCR) including quantitative
PCR (qPCR) and ligand-mediated PCR (LMPCR) were widely used for mapping DNA
damage at nucleotide resolution in the 1990s (Pfeifer et al., 1991). The TdT-mediated
dUTP-biolin nick end labeling (TUNEL) assay was used to label DNA breaks in situ
for investigating apoptosis in 1992 (Gavrieli et al., 1992). No significant invention
regarding the damage detection was found between 1992 and 2009.

In the early 2010s, the combined use of immunoprecipitation and microarray was re-
ported for mapping UV-induced DNA damage at the chromosomal scale in humans
(Cadet et al., 2005). Since 2014, sophisticated techniques have been developed which
revolutionized the invention and detection of genomics damages (Zavala et al., 2013).
In the last 5-6 years, several next-generation sequencing (NGS)-based methods have
emerged for detecting various types of radiolabeling-based techniques. The latest tech-
nology regarding sequencing is also called the third-generation technology which was
developed for detecting ribonucleotide incorporation and UV-induced DNA (R. P. Sinha
& Häder, 2002).

21



2.3 DNA Damage and Repair Mechanism

The advanced biochemical and biophysical methods allow an in-depth study of DNA
structure and its interaction with proteins and other biomolecules whereas computed
radiography (CR) and Nuclear Magnetic Resonance (NMR) technologies have made
the atomic level research to make more comprehensive and accurate. Similarly, the in-
tegration of wet-lab experiments and high-speed computational platforms significantly
improved the reliability and time-constraint in the study. While new technology expe-
dites in searching the damage and its recovery, the protein data bank (PDB) structures
modeling from x-ray diffraction (XRD) and NMR technologies have revealed an alterna-
tive way of study in cellular mechanism and sequencing in DNA and protein molecules
(Berman et al., 2002).

Even though there are myriads of factors that can potentially damage DNA, they are
broadly categorized into two major factors and are very critical: endogenous and ex-
ogenous (De Bont & Van Larebeke, 2004; Friedberg et al., 2004). Endogenous factors
basically incorporate the toxins that we intake from food and water, whereas exogenous
factors include the UV radiations received from the Sun and radioactive sources of the
earth (Ames, 1989; Tubbs et al., 2007). Wood et al., in 2001, mentioned that the DNA
base is highly vulnerable to environmental factors like inhaled cigarette smoke or in-
completely defined dietary factors. They also emphasized the endogenous factors in the
DNA damage process. It is to be noted that the extent of DNA damage is not uniform to
all people, even though they live in similar environmental conditions. The DNA damage
response varies considerably from tissue to tissue and person to person, in accordance
with the genetic and epigenetic mechanism (Wood et al., 2001; Essigmann et al., 1977).

Besides many causes of DNA damages, there are several pathways of DNA repairs in
organisms: Direct damage repair (DDR), Base excision repair (BER), and Mismatch
repair (MMR), nucleotide excision repair (NER), homologous recombination (HR) and
non-homologous end-joining (NHEJ) as summarized in schematic diagram in Figure 5.
In the Figure 5, sources of damaging agents, their corresponding damaging effects and
repairing mechanisms are summarized.
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Figure 5: Schematic diagram showing DNA damage, possible major effects of corresponding damage
and repair mechanisms. First row shows the damaging agents of DNA, second row shows the possible
effects of such damaging agents and the third row indicates the corresponding repairs pathways.

2.3.1 Direct Damage Reversal (DDR)

Methylation and ethylation are the basic alkyl damages in DNA. In 1982, Rydberg and
Lindahl experimentally determined the methylation at 7-methylguanine (7-meG) and
3-methyladenine (3-MeA), by incubating DNA with S-adenosyl-L-methionine (SAM)
in a neutral aqueous solution. In such a process, the non-enzymatic reaction of SAM
acts as a methyl donor and provides the background of mutagenesis and carcinogenesis
(Rydberg & Lindahl, 1982). This in turn supplies the information for the discovery
of methylation damage reversal enzyme site. David T. Beranek reviewed the previous
works regarding the environmental toxin that causes both methylation and ethylation
in DNA. He categorized the alkylating agents into three groups: alkyl sulfate, alkyl
alkanesulfonates, and nitrosamides (Beranek, 1990).

TheDDRmechanism is the one step reaction betweenDNAandprotein. O6-alkylguanine-
DNA alkyltransferase (AGT) which is also known as methyl guanine-DNA methyltrans-
ferase (MGMT) is considered as the methylation removing agent in DNA. In such a
process, the cysteine in AGT accepts the methyl adduct in guanine base by the suicidal
reaction. AGT protein is inactivated after receiving the methyl adduct resulting in the
DNA which is free from methylation damage. This single protein performs all steps
along the methylation elimination mechanism; recognizing the damage, interaction with
DNA at the damaged site and receiving the methyl adduct (Pegg et al., 1988).
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2.3.2 Base Exicision Repair (BER)

The simplest form of endogenous DNA damage is hydrolysis. In DNA, usually, hydrol-
ysis acts in the bond between C1 of deoxyribose sugar and N3 of the base known as
N-glycosidic bond, which is prone to acid-catalyzed hydrolysis (Lindahl, 1993). This
results in the abasic lesion owing to the loss of purine and pyrimidine bases. This type
of base loss may occur due to the error in the base excision repair mechanism. The hy-
drolysis process may convert the cytosine into uracil due to the spontaneous deamination
process which may occur in guanine and adenine. Moreover, the reactive oxygen species
(ROS) like O2-, H2O2, and *OH can generate several different oxidative DNA adducts,
such as base modification, deoxyribose oxidation, single or double-strand breakage, and
DNA-protein crosslink (Apel & Hirt, 2004; Marnett, 2000).

DNA base excision repair (BER) is a technique of maintaining generic integrity by re-
moving the damaged part caused by hydrolysis and oxidative reaction. BER mechanism
is completed in four steps: incision, end processing, repair synthesis, and legation. This
technique plays an important role in dictating the cellular response to various chemother-
apeutic agents and radiotherapy. Indeed, the excision repair mechanism protects DNA
against cancer, aging, and neurodegradation (Dexheimer, 2013).

2.3.3 Mismatch Repair (MMR)

Physiological DNA reactions may cause a mismatch reaction in purine and pyrimidine
bases leading to a replication error. The mismatch damage occurs due to the incorrect
binding of nucleobases of a DNA forming intra- or inter-strand hydrogen bonding.
During the replication, the replicated DNA polymerase incorporates the specific base
pairs in accordance with the original template of the DNA strand. However, the base pair
insertion is not always correct. Sometimes the polymerase incorporates the erroneous
pairing; A to G or C. Likewise, deletion or insertion of an unnecessary nucleotide may
occur during the replication. The mismatch error can be raised in the base excision
repair mechanism (McCulloch & Kunkel, 2008; Modrich, 2006).

Modrich, in 2006, described the mismatch repair process in his review article suggesting
that this type of the repair process is mainly caused during DNA replication. MMR is
ubiquitous in almost all organisms ranging from bacteria to human, however, its mech-
anism has been understood in human type and Escherichia Coli type. The article high-
lighted the molecular features of two homologous MutS and MutL as the key enzymes
in MMR.Moreover, MutH is a member of the type II family of restriction endonucleases
which cleaves the mismatch containing DNA single-strand specifically at hemimethy-
lated (i.e., only one strand methylation) GATC sites. Further, O6-chloroethylguanine
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forms the intramolecular rearrangement to form N1-guanine-N3-cytosine interstrand
crosslink (Modrich, 2006).

2.3.4 Nucleotide Excision Repair (NER)

Besides the endogenous factors, many exogenous factors are also highly responsible for
DNA damages. Ultraviolet (UV) rays are the major exogenous factor for DNA damage.
UV rays induce the physical stress in DNA strands and can form the atypical covalent
bond between the adjacent pyrimidine bases via an intrastrand crosslink. Likewise,
polycyclic aromatic hydrocarbons, which are commonly found in the diet and harmful
compounds produced from cigarette smoke and vehicle exhaust react with DNA back-
bones or nucleobases can form the bulky adducts. These types of DNA lesions are
repaired by the nucleotide excision repair (NER) mechanism (Dexheimer, 2013).

NER is a versatile repair method that can recognize and remove the bulky adducts,
intrastrand crosslink, and helix distorting damage in DNA. More significantly, this
mechanism is useful in removing the cyclobutane pyrimidine dimers (CPD) and 6-4
photoproducts, generated by UV rays. About 30 different proteins work for the âĂĲcut
and pasteâĂİ method to repair such lesions (Shuck et al., 2008). NER process is
completed in several steps: DNA damage recognition, local opening of the DNA helix
at the vicinity of the lesion, excision of damaged nucleotide, insertion of correctly
synthesized nucleotide, and strand ligation. Several DNA repair proteins are employed
to perform the entire work. Besides having many advantages, NER may cause DNA
damage during nucleotide selection. If the replaced nucleotide is incorrectly inserted
into the DNA strands, it can cause genetic disorders (Cleaver et al., 2009; Vermeulen et
al., 1997).

2.3.5 Double-strand Break (DSB) and Interstrand Crosslink Repair

Highly energetic electromagnetic radiations like x-rays and gamma rays which are pro-
duced from hospitals and natural sources can induce double-strand breaks. Similarly,
chemotherapeutic drugs such as topoisomerase I or II inhibitors can also generate the
single- or double-strand break by trapping the topoisomerase-DNA covalent complex
(B. K. Sinha, 1995). Similarly, some anticancer drugs like methyl methane sulfonate
and temozolomide cause the intrastrand and interstrand crosslink. Double-strand break
(DSB) is the most complicated as well as a hazardous lesion in DNA. This type of
devastating defect can lead the cell apoptosis and the development of cancer cells. These
types of complex damages are repaired by two mechanisms in the cell: homologous
recombination (HR) and non-homologous end-joining (NHEJ) (X. Li & Heyer, 2008).
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HR is usually the error-free mechanism in which the broken region of the DNA strand
is joined by protein regarding the genetic information contained in undamaged sister
chromatid as a template. It works in three steps: presynapsis (surrounding the DSB
with protein), synapsis (conjunction of two broken regions), and postsynapsis (error-
free correction of DSB). In contrast to HR, NHEJ eliminates the broken part by direct
ligation, which is largely error-prone (McIlwraith et al., 2005; Dexheimer, 2013).

2.4 DNA Methylation at Guanine

Coulondre and Miller identified methyl lesions at the O6 point of guanine base of DNA
for the first time in 1977 (Coulondre & Miller, 1977). They reported that the mutagenic
character of O6-MeG tends to pair with thymine during replication and to convert the
guanine-cytosine pair into adenine-thymine pair (Erickson et al., 1980; Gerson et al.,
1986). A similar result had also been detected by Erickson et al. in 1980 by examining
the activity of O6-MeG and detected the crosslinking of O6MeGwith opposite cytosine.
They found that it does not block the DNA replication, rather shifts the G: C pair to the
A: T pair in a newly transcribed DNA strand (Pegg, 1990).

In body mechanisms, DNA binding proteins, AGT, serve as the demethyl agent. Cell
with deficit AGT is more prone to be methylated. The probability of demethylation
of DNA is directly related to the number of AGT in the targeted part of DNA damage
(Gerson, 2002). It can remove the light types of alkylating agents like methyl adduct
CH3, however, the heavy adducts like ethylation (CH2CH3) cannot be repaired by AGT.
Such heavy adducts are repaired by nucleotide excision repair (NER). As it repairs the
alkyl damage in DNA without base excision, genetic information is preserved. Pegg
(1990) identified the AGT as the demethylating agent that can transfer the methyl adduct
(CH3) to one’s sulfur at the side chain of cysteine by the suicidal reaction. After receiving
the methyl adduct, AGT becomes degraded and inactivated, but may not detach from
DNA.

Alkylating agents are important drugs in cancer chemotherapy. Both methylating
and chloloroethylating agents produce O6-alkylguanine damage in DNA. The non-
methylating agents like AGT work in the reverse reaction than that of alkylating agents,
i.e., it prevents the cell from alkylation so that the cancer cell can be survived. To sup-
port this fact, the AGT cDNA transfection experiment demonstrated that AGT provides
expression dependent resistance to methylating and chloroethylating drugs. This reveals
that it plays a negative role during cancer chemotherapy (Ishiguro et al., 2010).

Daniels et al. (2000), examined the responses of AGT in the alkyl DNA damage detection
and binding mechanism with the O6MeG. They observed that the asparagine hinge
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together with the helix turn helix (HTH) motif contributes a major role in forming the
mDNA-AGT complex. To facilitate methylated guanine rotation from its base stack
to approach in the active packet of AGT, arginine residue intercalates into the DNA
backbone and then provides the stability to cytosine which previously pairs to methylated
guanine with two hydrogen bonds instead of regular three hydrogen bonds (Daniels et al.,
2000). Further, Duguid et al. (2003) experimented to probe the alkyl damage searches
mechanism by using two O6-alkylguanine-DNA alkyl transferases, the E Coli CAda
and the human AGT. Their result showed that there is no necessity of flipping back
of damaged nucleotide to recognize the lesion, instead, they can locate by sensing the
unstable nature of the damaged base pair.

In order to study the methyl transfer mechanism from O6-MeG of DNA to a targeted
cysteine residue in AGT, Noll & Clarke (2001), prepared a covalent crosslink between
DNA and protein via N1, O6-ethanoxanthosine. The formation of this complex was
dependent on both active sites of cysteine and N1, O6-ethnoxanthosine. The outcomes
of this complex revealed that the crosslinking between them was detected stable and the
resulting complex appeared to be well suited for further biochemical and biophysical
characterization in DNA-protein covalent complex.

Rasimas et al., in 2003, examined the structural stability of complex formation of AGT
with single stranded DNA (ssDNA) and double stranded DNA (dsDNA) by using the
analytical ultracentrifugation and electrophoreticmobility shift assays. The experimental
results indicated that the stoichiometry complex formation is 4:1 on ssDNA and dsDNA
with AGT. Additionally, there is no significant change in complex formation, despite
the mutation of a large proportion of the active sites of DNA. They also argued that the
outcomes of the experiments can provide significant implications in the formation of the
AGT-DNA complex and its structural stability (Sabharwal & Middleton, 2006).

Daniels et al. (2004), pointed out the methyl transfer mechanism from nucleotide to
AGT active region by damage reversal process. AGT was found to be binding at the
minor groove of methylated DNA via helix turn helix (HTH) motif which in turn induces
methylated nucleotide with arginine finger. Arginine forms a hydrogen bond to cytosine,
pair partner of flipped out guanine, and send the methyl adduct to the AGT active packet.
Then, the methyl adduct is transferred by deprotonating the sulfur in cysteine. In such
a process, a single molecule of AGT is sufficient to perform this entire mechanism and
the process is completed within a few milliseconds (Lindahl et al., 1982). Regarding the
AGT expression, the highest AGT expression occurs in the livers, lungs, kidneys, and
colons, however, the lowest level of expression takes place in the pancreas, hematopoietic
cells, and lymphoid tissue (Zang et al., 2005).

Daniels and coworkers also reported the protein data bank (PDB) structure of human
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AGT in a complex having double-stranded DNA. The designed PDB structure from
their study could be the landmark in the computational study of the interaction between
protein and DNA. The designed structures are two types: one contains the non-covalent
bonding on AGT and mDNA at O6-position of guanine and the other contains the
covalent cross-linking of sulfur of cys145 to N1-O6-ethnoxanthosine. First architecture
facilitates the study of the DNA lesion recognition and protein binding mechanism in the
minor groove of DNA, which is considered as the rare binding location of the protein in
DNA. Furthermore, this structure is useful in the understanding of nucleotide flipping
and methyl transfer process from O6-position of guanine to AGT active pocket cysteine.
Similarly, the second structure is designed to investigate the preventive measure of DNA
from methylation and ethylation (Daniels et al., 2004).

Zang et al., in 2005, estimated that the rate of individual steps in the removal of alkyl
groups from O6-methyl (O6-MeG) and -benzyl (O6-BeG) guanine in oligonucleotides
with human AGT by using rapid reaction kinetic methods. This experiment describes
the overall pattern of the rate of methyl group transfer versus AGT concentration. Be-
sides this, they measured the effects of mutations and the affinity of recognition of
O6-alkylguanine lesion. The overall reaction showed that the reaction rate versus con-
centration is 100-folds faster in O6-BeG than that of O6-MeG. The dissociation of AGT
from alkylated and normal DNA were observed with different rates. The rate measure-
ment experiment determined that the dissociation rate is higher in normal DNA than
that of alkylated DNA showing the favorable binding of AGT with methylation damaged
DNA (Rasimas et al., 2003).

Hu et al. (2008) observed two steps of nucleotide flipping processes that enable to
recognize the lesion in DNA, rather than a thermodynamic, gate-keeping strategy for
lesion discrimination. They made the connection with contemporary research on single-
molecule studies of DNA-repair proteins sliding on DNA to understand how they sense
minute chemical differences between bases efficiently. Afterward, Jena and coworkers
in 2009, studied the major interacting amino acids of AGT to mDNA by using density
functional theory (DFT). They proposed three steps reaction processes during the elimi-
nation of methyl lesion at the O6 position of guanine. In their study, they took six amino
acids Cys145, His146, GLU172, Tyr114, Lys165, and Ser159 of AGT as the catalytic
amino acid residues and investigated their role during the stable complex formation of
AGT and mDNA and the mechanism of methyl transfer strategies. In such a process,
Cys145-water-His146-Glu172 tetrad is converted into cysteine thiolate anion followed
by the deprotonation of Tyr114 by N3 site of O6-MeG and finally, methyl group transfer
would be possible to Cys145 of AGT (Jena et al., 2009).

McKeague et al. (2018) experimented to draw the relationship of methylated guanine at
O6 (O6-MeG) with all canonical nucleotides and then tested the possibility of binding
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AGT with various possible base pairs of nucleotides taking the frequently mutated 12
of the K-RAS gene. They observed that the rate of repair mechanism of O6-MeG was
lowered by 2-fold when O4-MeG pairs with guanine (G), whereas all other canonical
bases have no impact on the binding rate. Resulting 2-folds of decrease in repairing is
due to the syn conformation of the glycosidic bond precluding the formation of a repair
active complex. This experiment not only studies the possibility of the binding rate of
hAGT with possible nucleotide pairs, but it also reveals the biochemistry of damage
repair processes.
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CHAPTER 3

3. MATERIALS AND METHODS

Present work is based on the molecular dynamics simulations to investigate the protein
and DNA interactions. A simulation package NAnoscale Molecular Dynamics (NAMD)
(Phillips et al., 2005) has been used for MD simulations. Visual Molecular Dynamics
(VMD) (Humphrey et al., 1996), pymol (DeLano, 2002) and Microsoft excel were used
to visualize the molecular structures as well as analyze the outcomes obtained from the
simulations. Several analysis tools were also exploited to estimate the computational
results, and the results were compared with previously published research articles.

In this researchwork, DNAand protein structuresweremodified by addingmethyl adduct
at certain points, and they were also linked with covalent bond to study the transient
state of methyl transfer. To perform MD simulation, the ordinary force fields were
insufficient and hence new force fields were designed and implemented during the system
preparation and MD simulations. The newly designed force fields are incorporated in
the later part of this section. This section begins with the concepts and applications
of molecular dynamics methods that we have used in the following sections. Then,
the technical details of system generation, steps of MD simulation run are presented in
detail. All associated methods of result analysis and related mathematical relations will
be explained to evaluate the thermodynamic parameters like RMSD, RMSF, SASA, free
energy, rupture forces, etc. Bonded and non-bonded energy functions are also discussed
which helps to understand the biochemical properties of the molecular systems.

3.1 Molecular Dynamics

Understanding the biomolecular activities is crucial on analyzing the life process. The
phenomenon of jiggling and wiggling of atoms and molecules governs the mechanism
of living systems and thus applying the atomic/molecular approaches helps in reducing
the complex biological functionalities in the regime of chemistry and physics (Rapaport,
2004). The interactions of biomolecules can be modeled by considering many body
problems from the aspect of classical physics, for example a bond between two atoms

30



can be considered as two bodies connected with virtual spring that is oscillated across
a certain amplitude. The molecular dynamics simulations utilize the laws of classical
mechanics to the microscopic particles even for the nuclear motion in an atom. Classical
concept can be the appropriate approach to analyze the many body systems for the pre-
diction and estimation of various mechanical and thermodynamic problems associated
with biopolymers (Allen & Tildesley, 1991; Frenkel & Smit, 2002).

Molecular dynamics simulation techniques mimics the real experiments and extracts the
information from the simulating systems by employing the mathematical relationships
from statistical mechanics. It is the computational technique that describes the various
aspects of molecular mechanism in the suitable environment (Rapaport, 2004). This
computational method calculates the time-dependent behavior of a molecular system.
Bulk properties/macroscopic properties of a system is related to the molecular level.
The connection between microscopic simulations and macroscopic properties could be
connected via statistical mechanics which provides the rigorous mathematical expres-
sions that relate macroscopic properties to the distribution and motion of the atoms
and molecules of the N-body system (Dill & Bromberg, 2010; Chandler, 2005). Thus,
the MD simulation method can compute the mechanical, thermodynamic, electronic,
magnetic properties etc., of the many body system.

In classical molecular dynamics, Newton’s equation of motion is solved for a system of
N number of particles interacting through a potential energy V(ri) that is assigned by
the appropriate parameters for bonded and non-bonded interactions (Karplus & Petsko,
1990; Lemkul, 2020). Newton’s equation of motion for ith particle in a system is stated
as,

mi
∂2ri

∂t2 = −∇V(ri) = Fi (3.1)

In the Equation 3.1, mi is the mass and ri is the position of the ith particle. The
negative gradient of potential energy in the right hand side (RHS) gives the force
on the corresponding particle of the system. MD simulations have provided detailed
information on the fluctuation and conformation changes of proteins and nucleic acids.
For N number of particles in a system, there should be N number of Equations. Moreover,
all such N number of equations should be solved in each time steps in theMDsimulations.
Solving these equations manually for each time step of simulation is impossible. So,
special computational programming called the computational simulation is used. The
simulation programs are able to solve these Equations for each time step ∼ 10−15 s. The
calculated values are printed in output files describing the trajectory of the molecules
(Allen & Tildesley, 2012).
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3.1.1 Force Calculation

Calculation of force on each particle within the periodic box is one of the challenging
as well as the time consuming procedure in molecular dynamics simulations. The
force on a particle is evaluated from the negative gradient of potential V(ri) and is
determined by pairwise addition of particles. V(ri) is the pairwise additive interaction
potential which is determined by the contributions to the force on ith particle due to all
its neighbours. This implies that there are N×(N−1)

2 pair distances for a particle to interact
with remaining particles in the system having N particles (Makov & Payne, 1995). This
expresses that the time required for the evaluation of the force on a particle by the
remaining particles scales as N2. More challenging part in molecular dynamics is the
calculation of each of the particle with every neighbouring particles is to be calculated.
This creates the serious problem in the computational work. To resolve such problem,
periodic boundary condition is used and the cutoff distance is specified in such a way
that multiple calculations of the force between same particle pairs are avoided (Shimada
et al., 1994; Thompson et al., 2009).

3.1.2 Periodic Boundary Condition (PBC)

To perform the MD simulation, a molecule or a complex of molecules is to be kept into
simulation box by solvating in water and ion environment. During the simulations, the
contents inside the box move randomly so that large number of molecules collide on the
inner wall of the box. The molecules on the boundary experience different force than the
molecules well within the box. These types of edge effects in MD simulation are tackled
by implementing the periodic boundary condition (PBC). In PBC, all the molecules are
enclosed in a box and is replicated in all the dimensions to form an infinite lattice so
that each particle interacts with periodic images of particles in the same system. When
a molecule leaves the original central box, one of its periodic image enters through
the opposite face such that the number density in the original simulation box remains
conserved (Friedman et al., 2013; Braun et al., 2019).

One of the major problem in PBC is the possibility of interaction of the actual molecule
with its image, which is undesirable. To prevent the system from this situation, a cutoff
distance for the non-bonded interactions is so chosen that it is less than half the length
of the simulation box. The schematic diagram on the implementation of PBC is shown
in Figure 6.
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Figure 6: Periodic Boundary Condition (PBC) showing the original simulation box and some replicated
images. The replicated images are assumed as infinitely large numbers so that no boundary effect can be
observed.

3.1.3 Particle Mesh Ewald (PME)

To handle the long-range interactions, especially the coulomb interaction between the
charge particles is a complicated task in computational simulations. To resolve such a
problem, Particle Mesh Ewald (PME) summation is commonly used. This summation
technique is based on replacing the point charge distribution by a continuous charge
distribution with appropriate charge density. Furthermore, it is a grid based technique
in which the charge density is calculated for each grid and potential is calculated taking
the charge density of the grids (Darden et al., 1993). Overall, there are 5 steps to deduce
the potential using the PME technique:

• First, charge is assigned to each of the grid point.

• Then, the grids are transformed into the reciprocal space. AFast Fourier Transform
(FFT) is used to convert the charges on the grid to their equivalent in the Fourier
space.

• Poisson’s equation in Fourier space is employed to calculate the reciprocal space
potential which is stored on the grid.

• Grid is then transformed to the real space by using inverse FFT.
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• Finally, force is calculated from the gradient of potential.

3.1.4 Temperature and Pressure Control

Thermostats

Molecular dynamics simulations are performed under a specified thermodynamic en-
semble in order to mimic the experiments that are performed in laboratory. For this, the
temperature of a system should be controlled at a specific value. Thermostats are used
to maintain the temperature of the system at that desired value. In MD simulations, ther-
mostats are set by developing the algorithms. The temperature that is set for a molecular
dynamics simulations is measured by using the kinetic energies from the equipartition
theorem,

N
(
3
2

kBT
)
=

〈
N∑

i=1

1
2

miv
2
i

〉
(3.2)

The time average of kinetic energies of N-particles in the system gives the instantaneous
temperature. The temperature calculated from this method may not be equal to the
targeted temperature rather it fluctuates around that point (Braun et al., 2019; Zuckerman,
2010). Some thermostats which are in practice are Gaussian, Simple velocity rescaling,
Berendensen, Bussi-Donadio-Parrinello, Ansersen, Langevin, and Nose-Hoover.

Barostats

As the thermostats control the temperature of a molecular system, barostats are designed
to control the pressure. The algorithms prepared for the barostat control the pressure.
This works together with thermostats and hence both temperature and pressure are
controlled (Tuckerman, 2010). There are some popular barostats in practice: simple
velocity rescaling, Berendensen, Andersen, Parrinello-Rahman, Martyan-Tuckerman-
Tobias-Klein and Monte Carlo.

3.1.5 Force Fields

Force fields for MD simulation comprises topology information and empirical potential
energy functions that are effective among the atoms in a molecular system and its
surroundings. The common potential function includes the bonded and non-bonded
terms. Bond, angle, proper dihedral and improper dihedral belong to the bonded terms,
whereas Coulomb and Lenard Jones terms lie within the non-bonded potential function.
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Improper dihedral is included in the potential function to enforce planetarity of cyclic
portions of the molecules (Leach & Leach, 2001). The result obtained from the same
force field may be influenced by many other factors: cutoff parameters of long range
forces, selection of water models, and the type of statistical ensemble under which
the MD simulation is carried out. The topology and parameters for ordinary amino-
acids and DNA nucleotides are available in the existing force fields like CHARMM,
GROMOS, OPLS, etc; however, topology and parameters should be designed for the
newly discovered ligands and mutations in ordinary molecules (Best et al., 2012). New
force field designing might be challenging: special care should be given during the
designing of parameters for such molecules.

Before starting computational simulation, we should prepare the molecular system that
resembles the real environment of our body cell containing the targeted molecule sur-
rounded with water and ions (Klauda et al., 2010). To do so, we need force field
information which are categorized into topology and parameters. In entire simulations,
we have used the CHARMM36m force fields.

Topology Files

Topology file contains the fundamental information for the computational construction
of the molecular structure (Michaud-Agrawal et al., 2011). Protein data bank (pdb)
provides only the limited information for the protein structure (Berman et al., 2000).
The topology file defines partial charges, assigns the atoms that are connected to one
another through chemical bonds, and incorporates group of atoms that form angles and
dihedrals. Furthermore, the internal coordinates are also assigned with the coordinates
of hydrogen atoms and other atoms missing from a crystal PDB file (Wang et al., 2004).

Aside the ordinary force fields, we have designed additional topology files for the
modified structures. The additional topology files were designed for methylated guanine
at O6 point, methylated cysteine at sulphur atom, and the covalent linkage between
sulfur atom of cysteine and methylated carbon at guanine atom. After implementing all
necessary requirements during the system preparation, the appropriate systems could be
constructed.

Parameter Files

Parameter files contain all of the numerical constants that are needed to evaluate the
energy and forces of the atoms involved in the interactions. psf file provides themolecular
structure information and the pdb file provides the atomic coordinates. In every step of
system preparation, corresponding psf file is generated alongwith the pdb file. Parameter
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files are inter-related to topology files that provide bonded and non-bonded information
and are implemented during the energy calculations. Parameter files contain basically the
constants for both bonded and non-bonded terms (Lee et al., 2016; Feller & MacKerell,
2000).

Bonded terms comprises the bond stretching, bond angle, dihedral angle and a out of
plane angle (called the "improper" dihedral). The assigned values for the bond stretching
(entry parameter "BONDS") are two atom types, spring constant and equilibrium length.
Each type of entry is available only in nearest covalent bond of consequent two atoms.
Similarly, the entry parameters in "ANGLES" keyword consists of three atom types, a
spring constant and an equilibrium angle. There is a minority like term between the first
and third atoms shows the bonded stretching term during the formation of angle and is
called the Urey-Bradly term. The constants associated in these conditions are calculated
with the relation V(U-B) = kub(s − s0)

2 (Phillips et al., 2005).

In the next section, the parameters are assigned for every type of dihedral present in
the topology file. Actually, dihedral represents the energy of rotation around a covalent
bond. The entry parameters of dihedral terms are four atom types, periodicity and angle
between the planes of first three and last three atoms. Dihedral angle is the source of
flexibility in biomolecules. The final bond like term in the parameter file are impropers.
It is used exclusively and explicitly in the molecular biology to maintain the planarity.
The backbone dihedral energy has been corrected by CMAP (Phillips et al., 2005;
Jorgensen et al., 1983; MacKerell Jr et al., 1998).

3.1.6 Modeling of the System

In classical force fields, the potential functions are derived empirically to describe atomic
interactions. The atoms are treated as spherically symmetric particles that are connected
through covalent bonds to formmolecules. Each atom experiences a force resulting from
its pairwise interaction with the rest of the atoms of the system. The total potential Vtotal

is calculated by summing over all bonded and non-bonded interaction potential terms
(Jorgensen et al., 1983; MacKerell Jr et al., 1998) and are given by,

Vtotal = Vbond + Vangle + Vdihed + Vimpr + Vvdw + Vcoulomb (3.3)

In Equation 3.3, Vbond representing bond stretching potential, Vangle representing bond
angle potential, Vdihed representing proper dihedral potential and Vimpr representing
improper dihedral potential are included in the bonded potentials. Similarly, the non-
bonded terms are VvdW representing van der Waals potential and Vcoulomb representing
coulomb potential. The bonded terms-Vbond, Vangle, and Vimpr are harmonic potentials,
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but the term Vdihed is a periodic potential as shown in Figure 7.

Bonded Interactions

Bonded interactions are based on a fixed list of atoms. They are not exclusively pair
interaction, but 3- and 4-body interactions as well. Bond stretching (2-body), bond angle
(3-body), and dihedral angle (4-body) interactions are included in these categories.

Bond Stretching potential

Any two covalently bonded atoms are physically modeled by providing a harmonic
potential. During the modeling, two such atoms are assumed to be connected by a
spring with certain force constant k. The value of k is specific for each pair of bonded
atoms and are taken from the experiment. The energy of a bond is approximated from
the function of displacement from the ideal bond length b. The bond stretching between
two covalently bonded atoms i and j is represented by harmonic potential (Phillips et
al., 2005) as,

Vbond(ri j) =
1
2

kb
i j

(
ri j − bi j

)2 (3.4)

where, bi j is the equilibrium bond length and kb
i j is the force constant.

Also, the corresponding force is given by,

Fi(ri j) =
1
2

kb
i j(ri j − bi j)

ri j

ri j
(3.5)

Figure 7 shows the potential due to bond stretching.

Figure 7: Schematic diagram of bonded stretching and corresponding nature of graph.

Bond angle potential

The bond-angle vibration between a triplet of atoms i − j − k is also represented by a
harmonic potential. Its nature is similar to the bond stretching, but the force constant
is assigned for a variation of angle formed by three consecutive atoms. The harmonic
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potential representing bond-angle vibration (Jorgensen et al., 1983) is given by,

Vangle(θi j) =
1
2

kθi j k

(
θi j k − θ

0
i j k

)2
(3.6)

where, θ0
i j k is the equilibrium bond angle and kθi j k is the force constant. Figure 8 shows

the potential due to bond-angle oscillation.

Figure 8: Schematic diagram of harmonic angle variation and corresponding nature of graph.

Proper Dihedrals Potential

This is the torsion angle potential function and is defined with proper dihedral angles
in accordance to the IUPAC-IUB convention, where φ is the angle between the i j k and
j kl planes as shown in Figure 7(c). The periodic potential (Jorgensen et al., 1983) is
defined as,

Vdihed(φi j kl) = kφ(1 + cos(nφ − φs)) (3.7)

where, φ is the dihedral angle, n is the integer which determines the periodicity of
the potential (number of minima/maxima) in the interval [0, 2π]. Likewise, φ is the
angle between the plane containing the first three atoms in the dihedral and the plane
containing the last three and φs is the equilibrium angle in degree. The nature of proper
dihedral potential is shown in Figure 9.

Figure 9: Schematic diagram of dihedral angle and corresponding nature of graph.

Improper dihedral potential

The improper dihedral angle ξ is defined as the angle between planes (i, j, k) and ( j, k, l)

in all cases as shown in Figure 10. The simplest improper dihedral potential is a harmonic
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potential (Phillips et al., 2005) which is given by,

Vimproper(ξi j kl) =
1
2

kξ
(
ξi j kl − ξ0

)2 (3.8)

The variation of improper dihedral potential with dihedral angle is shown in Figure 10.

Figure 10: Schematic diagram of bonded stretching and corresponding nature of graph.

Non-bonded Potential Functions

Non-bonded interactions act between atoms which are not linked with covalent bonds.
The potential function for such non-bonded interactions have two components: electro-
statics and Lennard-Jones (L-J).

Electrostatic Potential

The atoms in a molecule possess partial charges despite the entire system is chargeless.
The interaction between atoms with their partial charges has the significant effect in
intra- and inter-molecular binding. The interaction between two point charges qi and q j

is defined by a electrostatic potential (Phillips et al., 2005; Leach & Leach, 2001) as,

Vcoulomb =
qiq j

4πεrε0 ri j
(3.9)

In Equation 3.9, the εr denotes the dielectric constant of themedium, ε0 is the permittivity
of free space, and ri j is the distance between the charges. As atoms and molecules are
not charged unless they are ions, the atomic charges in this expression are an artificial
construct. However inmolecules, the atoms share their valence electrons and the electron
density may be shifted due to different electronegativity of the atoms. These different
charge densities can be mapped into partial point charges which are represented by qi

and q j as indicated in the Equation 3.9. The nature of variation of electrostatic potential
between two charged atoms are shown in Figure 11a).

Lennard-Jones (L-J) Potential

Lenard-Jones terms well describe the short range repulsion and long range attraction.
Short range repulsion scales as 1

r12 and the long range attraction scales as 1
r6 . Although
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it is not suitable for systems where strong localized bonds may form (as in covalent
system) or there is a delocalized "electron sea" where the ions stay (as in metals), the L-J
potential helps us to understand basic points in many areas of condensed matter physics
(Braun et al., 2019). The L-J potential for interaction between a pairs of atoms (Leach
& Leach, 2001) is given by,

VLJ(r) = 4ε
[(σ

r

)12
−

(σ
r

)6
]

(3.10)

where, ε defines the strength of the interaction and σ defines length scale. The 1
r12

term dominates at short distances and the potential is strongly repulsive due to non-
bonded overlap of electronic orbitals (according to Pauli Exclusion Principle). The 1

r6

term dominates at large distances and the potential is attractive due to van der Waals
dispersion forces caused by the dipole-dipole interactions. The variation of L-J potential
is shown in Figure 11(b).

Figure 11: Graphical interpretation of non-bonded interaction. (a) represents the nature of electrostatic
potential and (b) represents the nature of lennard Jones potential.

3.2 Simulation Details

There are three basic steps in molecular dynamics study. These steps comprise the
molecular systemdesign,MDsimulations, and analysis. These steps and their supporting
points are presented in Flow Chart.

As shown in the Flow Chart, the molecular dynamics study comprises the different
steps to estimate the meaningful outcomes. When molecule is selected from a source
files, it should be set into PBC box generating the protein structure file (PSF), then the
molecule is dissolved into water and electrically neutralized by adding Na+ and Cl− ions.
This setup resemble the system as the cellular environment. The prepared systems are
propagated into three MD simulations: energy minimization, system equilibration and
production run. In molecular dynamics simulations the outputs of first step (i.e., energy
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minimization run) is taken as the input for the equilibration run and consequently, the
output of equilibration run is used as the input for the production run. The outputs
of production run are analyzed to study the properties of the molecule in the aqueous
environment.

Outputs of simulation run are analyzed several mathematical tools. The simulation
outputs are achieved in the trajectory files with different file formats, like collective
variables outputs, dcd files, log files etc. These files are utilized to obtain the necessary
analysis parameters.
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Flow Chart: NAMD system setup, simulations and the analysis.

3.2.1 Force Field Parameters for Long-range Interactions

Several adjustments need to be done to specify the long-range interactions, electrostatics
and van der Waals, in the PBC box. These adjustments commands are written in
configuration files so that the simulation run proceeds in accordance with the input
information provided in these files.

Exclude: This term indicates the atomic interactions that are to be excluded during the
simulation. The excluded value indicates the omission of atomic interaction of any three
consequent atoms for van der Waals interaction. With the value of none, no bonded
pairs of atoms will be excluded. With the value of 1-4, all 1-3 pairs will be excluded
along with all pairs connected by a set of two bonds (i.e., if atom A is bonded to atom
B, and atom B is bonded to atom C, and atom C is bonded to atom D, then the atom pair
A-D would be excluded). The electrostatic interactions for such pairs are modified by
the constant factor defined by 1-4scaling. The van der Waals interactions are modified
by using the special 1-4 parameters defined in the parameter files (Phillips et al., 2005).

Cutoff: The calculation of interaction between atoms of the entire volume via electro-
statics and van der Waals contact is computationally too costly. To avoid such difficulty
cutoff distance is set in the simulations so that the interaction beyond the cutoff are not
taken into account. The schematic diagram showing the cutoff distance is shown in Fig-
ures 12(a) and 12(b). In NAMD software package, it is assigned in Å. Within the cutoff
region, the short-ranged part is evaluated correctly and long range part is approximated
by summation techniques like Particle Mesh Ewald (PME) summation (Phillips et al.,
2005). This parameter is used when switching is set to ‘on’ to specify the allowable
distance between atoms for inclusion in the pair list.

Switch distance: If the cutoff is assigned alone, the electrostatic and van der Waals
interactions do not terminate smoothly so that the calculation diverges. In order to
make the smooth termination, a switching function is employed by assigning the switch
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distance. This function allows smoothing such interaction to zero at the cutoff distance
(Phillips et al., 2005). The value of switchdist must be less than or equal to the value
of cutoff, since the switching function is only applied on the range from switchdist to
cutoff as shown in Figure 12(a).

Pairlist distance: This is very important to identify the atoms whose interactions are
to be calculated for long-range forces. During the MD simulations, atoms are wiggling
and jiggling within a certain volume. Several atoms enter and leave the cutoff boundary
within the simulation time step as shown in Figure 12(b). To address the solution
to such a difficulty during the force calculation, a boundary surface is set that selects
the atom pairs within an arena and beyond this region are excluded. The maximum
distance between any two atoms within which long-range interactions are taken is called
the pairlist distance. Pairlist distance must be assigned greater than the cutoff distance
(Phillips et al., 2005).

Figure 12: Schematic diagram of (a) cutoff and switching points (b) pair-list distance and cutoff distance.

3.3 Main Steps of Molecular Dynamics Simulations

Molecular dynamics simulation is the best alternative to predict the molecular behaviour
in the aqueous environment. Several physical and chemical properties of a molecule
or a molecular complex can be evaluated by completing some essential steps in MD
simulations among which preparation of molecular system is the foremost one. Then,
three steps of simulation run are propagated: energyminimization run, equilibration run,
and production run (Braun et al., 2019). The outcomes of production run are applied
to estimate the several thermodynamic and mechanical properties of the corresponding
system.

The details of the simulation procedures are shown in chart diagram below. The leftmost
column shows the main steps of the MD simulations. The middle column shows the
necessary procedures for corresponding steps of simulations and the rightmost column
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shows the detail processes that should be done to carry out the simulations. This chart
is basically constructed targeting the simulations for the present work. The analysis
techniques can be modified in accordance with the system of molecules and aim of
investigation of chemical and physical parameters.

3.3.1 System Preparation

The initial structure of a molecule is either taken from protein data bank or designed
by allocating the appropriate coordinates for atoms in a phase space. Basically, the
coordinates assigned in accordance with the image taken from x-ray diffraction (XRD)
or nuclear magnetic resonance (NMR) technique are used in order to design the pdb
structure. Then, protein structure file (psf) is generated. In every psf file, an associated
pdb is also generated. In original PDB structure, hydrogen atoms are not included.
During the generation of psf file, hydrogen atoms are added in the appropriate positions
so that the molecular structure should be chemically accurate (Van Gunsteren & Mark,
1992; Lee et al., 2016). Also, in many pdb structures, some essential amino acid
residues may be missing. These incomplete structures never give the correct result.
Therefore, these missing residues must be modelled with appropriate software, usually
called modeler. In the present study, visual molecular dynamics (VMD) and online web
server CHARMM-GUI have been employed as a modeler. In the formation of psf and
pdb structures, a topology file is accompanied with the original structure. The software
program constructs the structure in accordance with the bonds, angles, dihedrals, mass,
and charge provided by the topology files. The newly generated PSF and PDB files are
then solvated in water to create the cellular environment. Further, the solvated system
is to be electrically neutralized by adding necessary ions. NaCl, KCl, CaCl2 and MgCl2
are often used to neutralize the solvated system. In this work, NaCl has been used for
the entire simulation work considering the maximum concentration of these ions in the
body cell.

System preparation is the most critical stage of the simulations. If the atoms are wrongly
allocated or missed, the result would be flawed. Therefore, one should be careful
in whether the molecule contains suitable bond, protonation/deprotonation stage, and
chemically valid structure (Braun et al., 2019). The information provided by the topology
file is the key factor to construct the psf file. If the molecular system is wrongly prepared,
further steps of molecular dynamics never estimate the accurate result.
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3.3.2 Energy Minimization Run

This is the first step ofmolecular dynamics simulations. Lack of accuracy of allocation of
positions of atoms taken from XRD or NMR might lose the stability of molecule (Gallo
et al., 2009). Also, the hydrogen atoms are modelled in a molecule with the help of
computer software which are sole guess coordinates. These limitations of the modeling
a system leads the unstable state of potential energy. Therefore, the prerequisite of MD
simulation is to bring the structure in minimum potential energy state. This can be done
by energy minimization run. If the system is simulated without maintaining at the lowest
energy state, the system may be blown up and the simulation terminates abruptly so that
no further simulation would be possible. Therefore, the structure should be relaxed to
the local minimum energy state.

3.3.3 Equilibration Run

Energyminimization (EM) run removes the errors associated during the design of protein
data bank files and in modeling of hydrogen atoms. This run also sets the system in
minimum and stable energy state. Without EM simulation run, the simulation outcomes
may not be converged. In the next step, the system is prepared for resembling to living
body environment. Temperature, volume, and pressure of the system should be set
for the realistic condition (for example room temperature or human body temperature
with suitable pressure). This environment can be created from the equilibration run in
molecular dynamics simulations (Gallo et al., 2009; Braun et al., 2019).

The main aim of the equilibration is to set the system into a targeted state point, i.e.,
appropriate thermodynamic conditions. During simulations, thermodynamic variables
like temperature and pressure may change due to the motion and interaction of atoms,
so they should be controlled to maintain the system at certain thermodynamic condition.
This can be done by adding or removing the heat in the system as it approaches the
correct partitioning of kinetic and potential energies. Once the kinetic and potential
energies of the system are reached at almost the constant values and other key properties
like temperature and pressure are no longer changing with time, the system is said to
be well-equilibrated. Equilibration of system ensures the convergence of simulation in
accordance with assigned thermodynamic state.

The coordinates and velocities achieved at the end of equilibration run are used to initiate
the production run. Even though many ensembles pairs (NPT-NVT, NVT-NPT, NPT-
NVE, etc.) are suggested for equilibration to production run, the choice of ensembles
depend on what properties we want to estimate from the simulation. In general, two
different ensembles are chosen for equilibration to production run. For example, if NVT
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ensemble is selected for the production run, corresponding equilibration run should be
NPT. Sometimes an additional simulation run may be suitable as an extension of the
equilibration run.

3.3.4 Production Run

This is the final step of MD simulations. When the system is well equilibrated, it is
then propagated for the production run. The data obtained from the production run
are employed to evaluate the physical parameters like heat capacity, heat diffusion,
elastic and viscous property, transport phenomena, potential mean force, free energy,
coupling and decoupling forces, etc. The data obtained in the outputs rely on the input
command provided by the configuration file. In addition to the ordinary information in
configuration file, some special physical parameters are to be calculated by assigning
the collective variables accompanied with the other outputs in the simulations (Braun et
al., 2019). For example, reaction coordinates should be assigned in order to calculate
free energy. Similarly, the speed and direction should be assigned in SMD pulling.

The initial steps of production run are inherent from equilibration run. The initial data
obtained from production run are sometimes discarded by many researchers to eliminate
such inherent effect of equilibration run. Also, simulation can be considered as the
randomized process, so simulation of a molecular system is repeated many times to
validate the result and to make the result more reliable. In general, production run is
performed for a relatively longer time than that of equilibration. Longer simulation
stabilize the system, reduces the simulation error, and estimate the desired parameter
closer to the reality (Braun et al., 2019).

3.4 System Setup and MD Simulations in DNA-AGT Systems

The present work has been carried out to analyze the interaction mechanism of damaged
DNA and DNA repair protein AGT. Originally, DNA contains methylation damage at the
O6 position of GUA7. ADNA repair protein, AGT, also namedO6-methylguanine-DNA
methyltransferase (MGMT), was used to remove methylation damage from DNA. The
interaction between AGT with methylated DNA (mDNA) was assumed as the methyl
transfer reaction in which the methyl adduct could be transferred to the specific cysteine
residue of AGT. In this research work, we divided our investigations into three steps:
system with methylated DNA (complex-I) represents the pre-methyl transfer condition,
systemwithmethylated Cys145 ofAGT (complex-III) represents the post-methyl transfer
condition, and covalent linkage between methylated DNA and AGT (complex-II), which
represents the transient intermediate state of pre- and post-methyl transfer state.
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The structural modification of methylated guanine, methylated cysteine with their pair
partners, and the covalent links between GUA7 and CYS145 are shown in Figure 13.

Figure 13: The modified structures of GUA7-CYS145 pairs (a) methylated GUA7 with its interacting
partner CYS145, (b) covalent linkage of methylated GUA7 and CYS145 and (c) methylated CYS145 with
its interacting partner GUA7.

200 ns NPT Simulations

Methylated GUA System (complex-I): The X-ray crystal structures of two molecular
systems were obtained from the protein data bank (PDB) 1T38.pdb. The PDB struc-
ture of this structure contains the methylated guanine at DNA and AGT complex with
non-covalent bonding between them. In this structure, seventh residue of dsDNA has
originally been methylated at O6 of guanine. The existing double bond between O6 and
C6was converted into single bond and C6 to N1 became double bonded. Finally, N1 was
deprotonated. This type of modifications in guanine base causes the cell mutagenesis
and carcenogenic (Kyrtopoulos et al., 1997; Bruner et al., 2000). The missing residues
were modelled by using CHARMM-GUI online web server. The protein was mutated at
SER145 by another amino acid CYS145 (i.e., S145C), which is necessary for methylated
base flipping and methyl-transfer mechanism. Cysteine is only that amino acid which
accepts the methyl adduct in its sidechain by deprotonating at sulphur. Newly designed
force fields 6og.rtf and 6og.prm were used to generate the system and the simulations.

Methylated CYS System (complex-III): It was also modelled from PDBID 1T38.pdb.
For this structure, the methylated guanine (6OG7) was taken as the normal guanine
(GUA7) and cysteine at 145 residue of AGT (CYS145) was modelled with methylated
at SG point. Remaining part of the modeling was similar as explained in the complex-
I. Newly designed force fields ort.rtf and ort.prm were implemented for the system
generation and the simulations.

Covalent system (complex-II): The PDB structure in system II contains the DNA-
protein complexwith covalent bonding between themviaGUA7andCYS145. CHARMM-
GUI was used to fulfill the missing residues. In order to generate the AGT-DNA covalent
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system, we first converted the residue E1X7 in the PDB ID 1T39 to methylated GUA7
and then applied a patch (PRES: C6OG) to connect the methylated GUA7 and CYS145,
resulting in a covalent bond between the protein and DNA. During the process, sulfur at
CYS145 and CH3 at guanine were deprotonated. In such process, we have considered
the sp3 hybridization scheme.

We, thus, prepared three molecular systems to investigate the non-covalent and covalent
mechanisms between targeted DNA and AGT. Then, all the systems were solvated with
transferable intermolecular potential with 3 points (TIP3P) water in periodic boundary
condition (PBC) simulation box (PBC box size (85 × 85 × 85) Å3 for system-I and
system-III, and (90 × 90 × 90) Å3 for system-II) and were electrically neutralized in
0.15 M salt concentration of NaCl.

All-atom molecular dynamics (MD) simulations were performed by using computer
software package NAMD. The CHARMM36m (Huang et al., 2017) force fields were
employed for all simulation systems. Some force fields were designed for modified struc-
tures; methylated GUA7, methylated CYS145 and covalently linkage of DNA and AGT.
The newly designed force fields have been incorporated in the later part in this section.
The Particle Mesh Edward (PME) was used to treat the long-range interactions with a
12.0 Å non-bonded cutoff. The energy minimization was performed for 10,000 steps
by using the conjugate gradient algorithm. Then, the system was equilibrated at 300 K
(27 ◦C) with harmonically restrained alpha carbon atoms of AGT and backbone atoms of
DNA with 1 fs time step. Finally, the production run was propagated by using Langevin
dynamics with a damping constant of 1 ps−1 under NPT conditions with time step of
2 fs for 200 ns.

To study the nucleotide flipping mechanism, we have prepared two systems picking
only the DNA from PDB ID 1T38.pdb: a DNA containing non-methylated guanine and
another the methylated guanine. Then, MD simulations were run for 100 ns each. The
system preparation is similar to the above method.

3.4.1 Steered Molecular Dynamics (SMD)

To investigate the decoupling force between DNA and AGT, we have carried out the
SMD simulations. Two different systems have been prepared similar to complex-I and
complex-III as explained above in 30 ns NPT simulation. Molecular systems for SMD
were also prepared from CHARMM-GUI. The missing residues were modelled and
S145C mutation was done by the same server. The system was solvated in orthorhombic
box of dimensions (128 × 64 × 72) Å3 size with TIP3P water and electrically neutralized
by adding NaCl. The molecular systems were named system-I and system-II taken from
complex-I and complex-II respectively.
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To perform the SMD simulations, the AGT protein was pulled along positive x direction
under constant velocity pulling method with 1 Å/ns taking the DNA as the reference
molecule under NPT condition. The total trajectory length was 30 ns for each, which
was sufficient to estimate the maximum pulling force to decouple AGT and mDNA for
the supplied uniform velocity. The spring constant was specified to be 1 kcal/(mol·Å2).
This procedure takes the force as the function of displacement. Same procedure has
been performed for both the systems. Each of the system is repeated five times and
force-displacement curves were plotted for each of corresponding system. Then, the
average value obtained for each of the system after the SMD run was also plotted and
compared the result to identify the binding strength of DNA and AGT in two situations.

3.4.2 Umbrella Sampling

In the present work, we focused on the estimation of free energy of binding of DNA and
AGT by using umbrella sampling method. Umbrella sampling was performed in two
different systems for complex-I and complex-III. We prepared 19 different windows for
each complex. To prepare the windowsAGT protein was taken as referencemolecule and
DNAwas translated along negative x-direction. Windows for both systemswere prepared
manually displacing the DNA by using VMD. We used 19 windows of 1 Å each along
the negative x-axis to ensure the sufficient overlapping of windows to cover the entire
reaction coordinate space. Originally, in PDB 1T38.pdb, DNA is about 24.8 Å center
of mass (COM) distance far from the protein. The system was solvated in orthorhombic
box of dimensions (128 × 64 × 72) Å3 size with TIP3P water and electrically neutralized
by adding NaCl.

Energy minimization has been performed each of the window equally for 10,000 steps.
Each of these systems is equilibrated at 300 K for 1 ns. Then, the production run was
performed for 10 ns for each window of both systems. The reaction coordinate was
chosen as the distance between the center of mass (COM) of AGT and DNA along the
negative x-axis. We used the force constant of 1.5 kcal/(mol·Å2). Then, the free energy
was estimated by the Weighted Histogram Analysis Method (WHAM) (Kumar et al.,
1992) program.

3.4.3 Data Analysis

VMD was used to analyze the simulation trajectories and visualize the structures. The
NAMD energy plugin, available in VMD, was used to calculate the non-bonded inter-
action energies; electrostatics (E), van der Waals (VDW) contributions and hydrogen
bonding between AGT residues and DNA nucleotides. The free energy was estimated by
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the Weighted Histogram Analysis Method (WHAM) program. Several tool command
language (tcl) scripts and fortran (FORmula TRANslateion) codes have been used to
estimate the physical parameters during the interactions of molecules. GaphPad prism
(San Diego, CA) and xmgrace and Microsoft excel softwares were used to plot the
graphs. Some tools of microsoft excel were also used in the calculation of physical
parameters.

3.4.4 Newly Designed Force Fields

In this research work, the molecular complexes were not the complex of ordinary DNA
and protein, rather they were modified.

In original protein data bank structure, seventh nucleotide, GUA7, is methylated at O6
point forming single bond between O6 and C6. This condition sets the double bonds
between C6 and N1 by deprotonating at N1. These modifications inherent in the partial
charges as well as the internal coordinates. Therefore, a new topology file had to be
designed such that the protein structure file would be correct. We have designed the
topology file for entire structure of methylated guanine base in seventh residue of the
DNA. For the modified structure (i.e., methylated guanine base), we have designed the
topology and parameter files.

The topology and parameter information of all three systems are as follows:

• Complex-I: Topology: This file contains the topology information for complex-I
in which the guanine is methylated at O6 point.

• Complex-I: Parameters: This file contains the corresponding parameters for the
complex-I.

• Complex-II: Topology: This file contains the topology information of complex-II.
PRES gives the topology to patch the guanine and cysteine.

• Complex-II: Parameters: This file contains the parameters for the covalent linkage
of guanine and cysteine.

• Complex-III: Topology: This file contains the topology for themethylated cysteine
at sulfur atom at its side chain.

• Complex-III: Parameters: This file contains the parameters for the methylated
cysteine in which cysteine is methylated at sulphur.
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3.5 Formulation on MD Analysis

There are several formulae associated with the MD analysis. In this part, we have
included thosemathematical relationswhich are taken into our consideration for analysis.

3.5.1 Root Mean Square Deviation (RMSD)

Root mean square deviation is a thermodynamic variable that estimates the structural
stability of entire molecular system in aqueous environment. RMSD of backbone of the
system is usually calculated to evaluate the stability. For the structural stable state, RMSD
of the system should be almost constant (Martínez, 2015). If the RMSD curve shows
the increasing pattern till the end of the simulation run, the system is considered not
properly equilibrated. If the system is not brought properly equilibrated, the calculated
parameters taken after the production run will be erroneous.

RMSD is plotted over the time function during the simulation run (Kuzmanic&Zagrovic,
2010; Carugo & Pongor, 2001). It is the numerical measure of structural variation of
molecule during the MD simulations and estimate whether the molecule is thermody-
namic stability or not. To find the RMSD, a reference structure is taken as standard and
the variation of structure under each frame of simulation is calculated. The difference
of structure for two different frames is calculated as,

RMSD(t) =

√√√√√√√ N∑
α=1
( ®rα(t j) − 〈®ri〉)

2

Nα
(3.11)

where, Nα is the number of atoms whose positions are being compared, Nt is the number
of time steps over which atomic positions are being compared, ®rα(t j) is the position of
atom α at time t j , and 〈®rα〉 is the average value of the position of atom α to which the
position ®rα(t j) are being compared. It is defined as (Bornot et al., 2011),

〈®rα〉 =
1
Nt

N∑
α=1
®rα(t j) (3.12)

The RMSD value of molecule is being changed over time. Its value in each time step is
calculated taking the reference coordinate of first time step of the simulation.
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3.5.2 Root Mean Square Fluctuation (RMSF)

Rootmean square fluctuation of a proteinmolecule has been calculated to find the relative
stability of amino acid residues that fluctuate over the simulation run. The comparison of
structural fluctuation helps to find the relatively stable and flexible residue in the protein
chain. High RMSF value gives the more flexible residue and vice versa (Fuglebakk et
al., 2012).

Each amino acid necessarily contains one alpha carbon at its backbone. So, the flexibility
of alpha carbon is considered as the flexibility of corresponding amino acid in a protein
chain. The mathematical formula to find the RMSF (Bornot et al., 2011) is,

RMSF =
√
〈ri − 〈ri〉〉

2 (3.13)

where, ri and 〈ri〉 are the current position and average position of the representative atom
to evaluate the RMSF.

3.5.3 Hydrogen Bonding

Hydrogen bonding is a special type of non-covalent interaction which is responsible
in protein folding and existence of DNA and RNA structures. This bonding has the
crucial role not only in giving the secondary structure of bio-molecules but also in
the inter-molecular interaction in biological processes, like protein-ligand interaction,
DNA-protein complex formation, protein-drug bindings etc (Bornot et al., 2011). It
has the pivotal role in governing the shape, properties and functions of bio-molecules.
Understanding the role of hydrogen bonding in inter-molecular binding is really exciting
in drug designing (Thakuria et al., 2017; Pace et al., 2014). In this work, the role of
hydrogen bonding between AGT and mDNA is extremely useful in understanding the
stability and binding affinity of the complex.

3.5.4 Solvent Accessible Surface Area (SASA)

Solvent accessible surface area of a molecule is the measure of its available exposed
surface into the solvent. If SASA increases during the molecular dynamics simulation,
the amino acids lie on the surface of the molecule are hydrophilic in nature, whereas
the decrease in SASA depicts the hydrophobic nature of surface amino acid residues.
Besides this application, SASA is usually used to evaluate the contact area of two or
more molecules in a complex (Yunta, 2017). The contact surface area is the surface
buried at the interface between two molecules which contribute in binding to stabilize
the molecular complex. Larger the contact surface area can have the greater binding
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affinity. The contact area also influences the binding free energy and hence contributes
in the formation of stable molecular complex. In this work, we have calculated the
stability of protein and DNA employing this tool.

Let SDNA(t), Sprot(t), SDNA+prot(t) the the time dependent SASA of DNA only, protein
only and the DNA-protein complex respectively. Now, the contact surface area between
DNA and protein has been evaluated from the relation (Yunta, 2017),

σ(t) =
SDNA(t) + Sprot(t) − SDNA+prot(t)

2
(3.14)

The increase in surface area indicates the increase in stability of the complex and vice
versa.

3.5.5 SMD and Pulling Force

Steered Molecular Dynamics (SMD) mimics the atomic force microscopy (AFM) ex-
periments. This technique explores the elastic properties and unfolding nature in
biomolecules (Zou et al., 2012; Phillips et al., 2005). This can be performed at constant
velocity or constant force. In this technique, external force is applied to one or more
atoms so that the binding strength or folding strength of a molecule can be estimated.
The atom that is fixed at a specific coordinate is called SMD atom and the atom which
is pulled with constant velocity or the constant force is called dummy atom. During
the modeling, SMD atom and dummy atom are attached with a virtual spring having a
certain force constant ‘k’. The spring constant is restoring in nature and the external
force tends to overcome the restoring force. To estimate the correct prediction of elastic
properties, spring constant should be chosen correctly. It is usually chosen from verified
experiments.

In this process, the backbone atoms of DNA were taken as the fixed atoms and alpha
carbons in AGT were taken as the dummy atoms; and were pulled from their center of
mass (COM) along the positive x-direction with constant velocity (®v = d ®x/dt) in water
and ions environment so that the SMD atom experiences the force ®F(t) = k(®v t − ∆®x)

(Isralewitz et al., 2001), providing the external potential energy (Martínez et al., 2008),

U(x, t) =
1
2

k(®v t − ∆®x.n̂)2 (3.15)

where, k (= 5 kcal mol−1 Å−2) is the spring constant and gives the stiffness of the applied
harmonic restraining force, and ∆®x (t) = ®x (t) − ®x0, is the displacement between the
molecules being actual position ®x (t) and initial position ®x0 and n̂ is the unit vector along
the direction of pulling.
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3.5.6 Umbrella Sampling and Free Energy

Several energy barriers encounter during the chemical reaction, which should be over-
come to proceed the reaction. Thermal energy and the enzyme activity make possible
to cross such barriers in the cellular mechanism. In molecular dynamics simulations,
it is really a challenging task to develop the technique of mimicking such situations.
If there is a large energy barrier along the reaction pathway, it is almost impossible to
jump the molecular system from one energy state to another energy state (Gullingsrud
et al., 1999; Chandler, 1978). As a result, molecule at the existing state is trapped into
a certain phase space. In such complicated situations, umbrella sampling cab a best
sampling technique to find the free energy change along the reaction coordinates.

In umbrella sampling, entire reaction coordinates are divided into many windows and
corresponding configuration states of the system are taken as the sample structure of
the molecule. The reaction coordinates are so chosen that their molecular distribution
overlaps in distributions obtained from every preceding and succeeding windows. In
addition to this, a bias, an additional energy term, is applied in each window to ensure
the sufficient overlapping of distributions in the calculation of free energy. The bias
potential provides the harmonic potential, which connect the energetically separated
regions in the phase space (Chandler, 1978; Kästner, 2011; McDonald & Singer, 1967).

An artificial biased potential is added to the unbiased potential to execute the umbrella
sampling. The sum of these two potentials is called the biased potential and is written
as,

Vb(r) = Vu(r) + ωi(ξ) (3.16)

The superscript ‘b’ represents the biased quantity and the superscript ‘u’ represents the
unbiased quantity. Also, ωi(ξ) denotes the artificial biased potential for ith window. The
artificial harmonic potential ωi(ξ) is calculated from,

ωi(ξ) =
1
2

ki(ξi − ξ
ref
i )

2 (3.17)

where, ξ is the reaction coordinate along the path of reaction progress and ξi is the
center of reaction coordinate (mean position of harmonic motion) for ith window. In
each window, the biased function attempts to keep the system close to the ξrefi . k is the
force constant of the virtual spring that oscillates the molecule within a certain phase
space. Therefore, the Equation 3.16 is written as,

Vb(r) = Vu(r) +
1
2

ki(ξi − ξ
ref
i )

2 (3.18)
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Supplying these potentials and other usual parameters, MD simulation should be run
for a specific window wi, then the same process is repeated for window wi+1 and so
on. Thus, umbrella sampling simulations are run for all necessary windows. To obtain
unbiased free energy, the necessary unbiased probability distribution for the ith window,

Pu
i (ξ) =

∫
exp[−βE(r)]δ[ξ′(r) − ξ]dNr∫

exp[−βE(r)]dNr
(3.19)

But, we need the biased probability distribution to execute the umbrella sampling, since
artificial potential is applied for the MD simulation. The biased probability distributions
along the reaction coordinate is,

Pb
i (ξ) =

∫
exp{−βE(r) + ωi(ξ

′(r))]}δ[ξ′(r) − ξ]dNr∫
exp{−β[E(r) + ωi(ξ′(r))]}dNr

(3.20)

We need the unbiased probability distribution in terms of biased probability distribution
to evaluate the free energy of the system. After calculation, we get the relation between
Pu

i (ξ) and Pb
i (ξ) is,

Pu
i (ξ) = Pb

i (ξ) exp[βωi(ξ)]〈exp[βωi(ξ)]〉 (3.21)

Now, the unbiased free energy Ai(ξ) can be calculated as,

Ai(ξ) = −
1
β

ln(Pb
i (ξ)) − ωi(ξ) + Fi (3.22)

And, the value of Fi (McDonald & Singer, 1969) is written as,

Fi = −
1
β

ln〈exp[−βωi(ξ)]〉 (3.23)

which is independent of ξ.

Then, the free energy obtained from each window has to be added to find the global free
energy.

Selection of value of k: The choice of k is crucial in umbrella sampling. It has the key
role in selecting the number of windows as well as centers of reaction coordinates. If
the value of ki is taken very small, ω(ξ) is negligible with respect to Vb. So,

Vb ≈ Vu (3.24)

Also, very large ki will provide the very narrow distribution that may have difficulty of
window overlapping. Increasing the value of k, may lead to increase in errors in the
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numerical integration.

Selection of centers of reaction coordinate: There is also an important fact that how
far the center of consecutive windows are taken. The Y-axis in Figure 14 is the pair
distributions of center of mass distance of two molecules. If the distribution peak is
high and width is low, the molecule oscillate in narrow region, but the large distribution
width shows the larger fluctuation of themolecules. For the reliable result, the probability
distribution should be sufficiently overlapped as shown in Figure 14. If the consecutive
centers would chosen larger than that of overlapping condition, the free energy so
obtained gives erroneous. Hence, the centers of reaction coordinates are appropriately
chosen.

Figure 14: Illustration for distributions of overlappingwindows during the umbrella sampling simulations.
Overlapping windows ensures the representation of entire phase space.

3.5.7 Weighted Histogram Analysis Method (WHAM)

WHAM (Curuksu & Zacharias, 2009; Souaille & Roux, 2001) is a numerical method
for the estimation of free energy. This method minimizes the statistical error of Pu(ξ).
It estimates the free energy of individual window and connects the global distribution
by a weighted average of the distributions derived from the individual windows. So,

Puξ =
N∑

i=1
pi(ξ)Pu

i (ξ) (3.25)
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The weights pi are chosen in order to minimize the statistical error of Pu, i.e.,

δσ2(Pu)

δpi
= 0 (3.26)

and pi should verify the condition as,
∑

pi = 1 and is calculated as,

pi =
a j∑
j

a j

(3.27)

where,

aiξ = Ni exp[−βω(ξ) + βFi] (3.28)

With Ni being the total number of steps sampled for window i. The Fi are calculated by

exp(−βFi) =

∫
Pu(ξ) exp[−βω(ξ)]dξ (3.29)
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CHAPTER 4

4. RESULTS AND DISCUSSION

4.1 General Consideration

In this chapter, we present, analyze and discuss themain outcomes of ourwork. Thework
is basically related to the methylation damage repair process in DNA by interacting with
a DNA repair protein AGT. It incorporates the atomic level investigation on molecular
complex formation between DNA and AGT, their reaction mechanism, and transfer
of methyl adduct to AGT from DNA. To examine such reaction pathways, we have
carried out the molecular dynamics (MD) simulations under different thermodynamic
conditions.

We utilized simulation outcomes to estimate various mechanical and thermodynamic
parameters likemolecular stability, maximum rupture force, free energy etc. The atomic-
level investigations in the contact region of the methylated DNA and AGT complex can
provide an in-depth understanding of the binding between these molecules. The results
allow to evaluate of silico-drug nature of AGT and is useful in removing the methylation
damage from DNA. The main findings of the work are organized as follows:

• In Section 4.2, we discuss the molecular conformation of methylated DNA and
AGT, structural variation in different stages of interactions in DNA-AGT complex,
and the chemical reaction schemes. It provides the brief overview of molecular
complex formation that will be useful to investigate the further sections of this
chapter.

• The structural and energetic stability of the molecular complexes are presented
and discussed in Section 4.3. This section provides the information about the
comparative aspects of formation and dissociation of complexes.

• Section 4.4 presents the coulomb and van derWaals contributions during the com-
plex formation. It provides the quantitative estimation of non-bonded interactions
between DNA and AGT.
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• In Section 4.5, the atomic level contributions of hydrogen bonding are explained.
The results obtained from hydrogen bond analysis are compared for three com-
plexes. Main interacting nucleotide-residue pairs are detected and interpreted in
terms of occupancy percentages.

• The contact surface area between DNA and AGT are estimated and are compared
to identify the stability of the of the complexes in Section 4.6. Solvent accessible
surface area (SASA) is employed to estimate the contact surface area.

• In Section 4.7, atomic level investigations are carried out for the methylated gua-
nine rotation from its backbone and discussed the stability of unpaired nucleotide.

• The structural dissociation of the complexes during the translation of AGT from
DNA is discussed in Section 4.8. The streered molecular dynamics (SMD) has
been utilized to estimate the decreasing pattern of hydrogen bonding and contact
surface area. Further, maximum decoupling forces between AGT and DNA are
estimated and discussed.

• In Section 4.9, free energy is estimated by translating DNA from AGT by using
umbrella sampling technique. In addition, the variation of electrostatics and
van der Waals energies are estimated at different windows designed for umbrella
sampling.

• Section 4.10 describes the possibility of restoring mechanism of flipped out gua-
nine into the base stack. This process is analyzed in terms of hydrogen bond
formation and radial distribution of targeted guanine-cytosine pair partners.

4.2 DNA-AGT Complexes and Reaction Mechanisms

Living organisms are continuously exposed to many DNA damage agents (Chatterjee &
Walker, 2017). As the DNA is a hereditary material in organisms, the preservation of
information in genomics sequence in DNA is very important. Loss of genetic informa-
tion may cause several health complications like cell mutation, cell cancer etc., which
eventually leads the cell apoptosis and cell death (Kaina et al., 2007). The damagedDNA
base may provide the wrong information to newly synthesized DNA strands or miss the
ordinary coding. All the above difficulties that come up into the genetic materials, lead
towards cell abnormalities and eventually affect in the entire body mechanism. Body
cancer is one of the worst condition of genomics mutation (Robertson, 2005). Aiming
as such AGT as the non-methylating agent in DNA, we have prepared the three molec-
ular complexes that represent complete reaction path ways of methylated DNA repair
process.
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In this work, a molecular complex containing methylated DNA and AGT was taken into
account. It repairs the methylation damage at the O6 point of guanine and O4 point of
thymine bases of DNA (Zak et al., 1994). This protein contains a total of 188 amino acid
residues, however, we have taken 170 residues and the remaining 18 residues towards
the N-terminal domain were not considered because they contribute neither in binding
nor in methyl transfer mechanism (Daniels et al., 2004). Also, the methylated DNA in
the complex contains 26 nucleotides. The amino acid sequence in AGT and nucleotide
sequence of double-stranded DNA (dsDNA) are shown in sequence chart below. The
CYS145 in AGT is the targeted amino acid which is considered as the methyl acceptor
and GUA7 in DNA is the methyl guanine that is needed to be repaired. The position of
methyl guanine in DNA and active cysteine residue in AGT are indicated with the arrow
as shown in sequence chart below. The sequences of amino acids and nucleotides in
AGT and DNA are represented by one letter symbol. The digit just above the one letter
symbol indicates the residue identity (RES ID). RES ID is given for first and last residue
in each line, others are identified counting from left to right in regular counting order.
Understanding the amino acid sequences in AGT and nucleotide sequences in DNA is
useful in the molecular level study of the coming sections. These sequences are also
important to identify the major interacting residue-nucleotide pairs in both non-covalent
and covalent conditions.
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Residues-nucleotides sequences: Amino acid sequence in AGT and the nucleotide
sequence in DNA. The targeted residues CYS145 and 6OG7 are indicated with arrow.
AGT contains 170 amino acid residues and methylated DNA contains 26 nucleotides.

The complex which we have taken into consideration contains chemically modified
structures. This chemical modification in DNA causes the structural modification which
ultimately obeys the induced fit rule during the binding of DNA and AGT. We basically
focused on the study of methyl guanine base activity and the mechanism of transfer of
methyl moiety to AGT by interacting with the direct damage reversal mechanism. We
handled the problem in three different steps:

• Entry of AGT to methylated DNA: This is the first step of reaction process in
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which methylated DNA and its repair protein AGT form a non-covalent complex.
It represents the pre-methyl transfer condition (complex-I).

• Covalent linkage between methylated DNA and AGT: This step represents the
transient intermediate state of the reaction mechanism (complex-II). The covalent
bonding was modelled for the investigation of special purpose to represent the
methyl transfer event from DNA to AGT. It links the pre- and post-methyl transfer
conditions.

• Dissociation of AGT from DNA: This is the final step of the reaction. The methyl
adduct is supposed to be attached at SG point of cysteine at 145th residue of AGT,
which is considered as the repaired DNA after transferring themethylation damage
to cysteine. It represents the post-methyl transfer condition (complex-III).

To represent the above three conditions of reaction steps, we generated three molecular
complexes taken from twoprotein data bank structures (PDB ID1T38 and 1T39) (Daniels
et al., 2004). PDB ID 1T38 was modified to prepare the structures for complex-I and
complex-III as explained in Section 3.4 of Chapter ‘Materials and Methods’. Complex-I
has methylated GUA7 (6OG7) in DNA and represents the molecular structure for pre-
methyl repair conditions. Similarly, complex-III has methylated cysteine (ORT145) in
AGT and represents molecular structure for post-methyl repair conditions. Complex-II,
originally taken fromPDB ID1T39, has the covalent complex betweenmethylatedGUA7
at DNA and CYS145 at AGT that represents a possible model of a transient, intermediate
state. During the methyl transfer process, the methyl adduct at GUA7 is supposed to be
transferred to CYS145 by deprotonating at sulfur. The molecular structures of all three
complexes are shown in Figure 15. In Figure 15, the targeted residue-nucleotide pairs
during the methyl transfer process are enclosed with a rectangular box and are magnified
on the right side of the corresponding complexes.

Since methylation damage is a modified structure in DNA, the existing ordinary force
fields cannot be used in the computational simulations of such reformed structures.
Therefore, we designed force fields for all three complexes as explained in the Sec-
tion 3.3 of Chapter ‘Materials and Methods’ and the molecular dynamics simulation
was executed. This work was primarily aimed to model the AGT-DNA complexes for
computational investigations with molecular dynamics simulations. The topology and
parameter information that we have presented in Chapter ‘Materials and Methods’, es-
pecially for methylated CYS and methylated GUA, are valuable for future investigations
of systems with these modifications, not just for the AGT-DNA complex.

To generate the correct structure in accordance to our objective, we have mutated the
SER145 to CYS145 to investigate as suggested by Daniels et al. (2004). Cysteine is
a actively reactive amino acid in the intermolecular interactions. Besides the reactive
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behaviours, it also forms the disulphide bonds that is essential in the formation of tertiary
structure of protein. Study of its transport properties is also very important (Koirala et
al., 2020).

Figure 15: Three molecular complexes incorporating targeted parts for methyl transfer mechanism.

Out of above three complexes, complex-II is the transient intermediate state. Our
transient intermediate model used covalently linked sp3 hybridized carbon between S
and O (i.e., -S-CH2-O-). However, the transfer of methyl group to sulfur from methyl
guanine was considered to occur via an SN2-like mechanism (Mattossovich et al., 2020;
Y. Fu et al., 2021) and is very short likely occur in the order of 100 ns time scales (Patra et
al., 2016), which involves a planar, penta-coordinated carbon (-S-CH3-O-) (Fernández
et al., 2007) as the transient intermediate. The orientations of the groups and the nature
of the cavity might be sufficiently represented by our model to stabilize the complex and
the further work with appropriate force-field modifications for pentacoordinate carbon
is needed for a more detailed analysis of the geometry and energetic of the transition
state.
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4.3 Stability of Three Complexes

In the investigation of intra- and inter-molecular interactions, inspection of structural
and thermodynamic stability are essential. There are several ways of estimation of
structural and thermodynamic stability of a molecule in molecular dynamics simulation.
The structural stability are usually examined by estimating root mean square deviation
(RMSD), root mean square fluctuation (RMSF) etc. and the thermodynamic equilibrium
condition comprises the stabilization of pressure, temperature, volume in accordance
with the ensembles under which the simulation is to be performed.

We have used the original molecular structures designed from protein data bank (PDB).
These initial structures of molecules taken from protein data bankmay not be structurally
and thermodynamically stable. There are several limitations in the accurate prediction of
the coordinates assigned from x-ray diffraction (XRD) and nuclear magnetic resonance
imaging (NMR). Many errors inherent during the assigning of coordinates in the PDB
structure hold on the molecule in energetically unstable state. Also, the guessed coor-
dinates of hydrogen atoms during the formation of protein structure file also produces
errors. To resolve such technical complications, we performed energy minimization run.
This run minimizes the potential energy, thereby removing any steric hindrance in the
atoms of the molecules. In this work, pressure and temperature were equilibrated at 1 bar
pressure and 300 K temperature. The energy minimization run and the equilibration
run thus created the suitable environment of the molecular system and could mimic the
real body cell environment. The outputs of equilibration run are assumed appropriate
to execute the production run. Finally, the trajectory data obtained from production run
was used to study the specific properties of equilibrated system.

Considering the structural stability as the foremost requisite of molecular dynamics
simulation, we have estimated some basic structural and thermodynamic parameters like
root mean square deviation (RMSD), root mean square fluctuation (RMSF), total energy,
consistency of hydrogen bond, and confinement of residue within a suitable distance.
In first step of the investigation, we probed from 200 ns MD simulation for each of
the molecular complexes to ensure the stability of the complexes and to investigate the
structural dynamics.

4.3.1 Root Mean Square Deviation (RMSD)

Root mean square deviation is the measure of structural stability of the molecules.
Consistent as well as lower value of RMSD confirm the stable structure in the complex.
A consistent RMSD value ensures the structural stability and that of lower value depicts
the best orientation of the molecule in three dimensional structure (Neveu et al., 2018).
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In all complexes, the RMSD was estimated for all atoms of DNA and AGT backbones
without taking hydrogen atoms. The atomic coordinates of the first step of the simulation
were taken as the reference coordinates. Then, the RMSD of each complex is plotted as
the time-dependent function of the MD simulation. The RMSD for all three complexes
is shown in Figure 16.

Figure 16: RMSD of all three complexes. RMSD of complex-II and complex-III were relatively greater
fluctuation upto the 100 ns simulation than complex-I, after this time scale all three complexes have the
similar fluctuations.

The RMSD value of complex-I was found fluctuating within the range of 1.4 Å to
5.3 Å with average value of 3.5 Å. Likewise, the RMSD values of complex-II and
complex-III were detected ranging 1.7 Å to 6.3 Å and 1.5 Å to 6.8 Å respectively with
corresponding average values of 4.3 Å and 4.4 Å. The RMSD values of complex-II and
complex-III were observed to be slightly larger in comparison to complex-I. The value
of complex-I was well below 5.5 Å, however, in case of complex-II and complex-III,
they were sometimes found to be above 6 Å. After 120 ns time, all three complexes
have almost the equal RMSD as shown in Figure 16. The consistent values of RMSD
ensured the structural stability of all three complexes. To interpret the easy comparison,
the minimum, maximum and the average values of RMSD of each complex summarized
in Table 1. This shows that there is no significant fluctuation of RMSD in all three
complexes, which could produce a stable trajectory for further analysis (Koirala et al.,
2021).

75



Table 1: Root mean square deviation (RMSD) of three complexes are presented. First column shows the
type of complex, other columns show the values of RMSD at the indicated conditions.

Complexes RMSD minimum (Å) RMSD maximum (Å) RMSD average (Å)
I 1.4 5.3 3.5
II 1.7 6.3 4.3
III 1.5 6.8 4.4

4.3.2 Root Mean Square Fluctuation (RMSF)

RMSF of amino acid residues in a molecule distinguishes the mobile part and the stable
part of the targeted molecule (Koirala et al., 2020b; Dadou et al., 2017). The stable part
contains the region of bounded residues and fluctuating part contains the residues of
relatively flexible region. In contrast to RMSD calculation taking first step coordinates
as the reference coordinates, RMSF is calculated from an average structure of the entire
simulation for each residue. We estimated the RMSF of alpha carbon of AGT in all
three complexes, complex-I, complex-II and complex-III as shown in Figure 17. RMSF
of alpha carbon best represents the fluctuations of the corresponding residues (Grasso
et al., 2018).

Figure 17: Rootmean square fluctuation (RMSF) ofAGT residues for complex-I complex-II and complex-
III. Remote side residues were foundmore flexible than the interfacial residues indicating the good binding
between DNA-AGT molecules in their corresposnding complexes.

The fluctuating and stable residues are shown in Figure 17. During the 200 ns NPT
simulations, we have represented stable regions by Si and the fluctuating regions by Fi,
where, i = 1, 2, 3. RMSF > 2.0 Å are taken as the fluctuating region and that of RMSF
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< 2.0 Å are taken as the stable region. This is not the standard value to distinguish
fluctuating and stable region, rather it is taken as the reference to explain the present
situation. S1 (RES ID 7-34), S2 (RES ID 53-86) and S3 (RES ID 92-160) represent
the stable regions in all three complexes, whereas the residues F1 (RES ID 35-52), F2
(RES ID 87-91) and F3 (RES ID 161-176) represent the relatively fluctuating regions
in complex-I and complex-III. But, the residues within the F2 region in complex-II are
stable as shown in Figure 18 in comparison to complex-I and complex-III. Since the
complex-II has the covalent link between DNA and AGT, the region F2 nearer to that link
is relatively more stable. In addition, the residues in complex-II are also less fluctuating
in region F3. In the molecular complexes, these highly fluctuating residues lie in the
remote side of theDNA.Moreover, the residues in theN-terminal and C-terminal regions
have the relatively greater fluctuation. In both regions, the corresponding residues are
resided at the surface of molecule and are relatively free from intra-molecular as well
as inter-molecular interactions. The residues fluctuation in complex-I and complex-III
have almost the same pattern.

Furthermore, the amino acid residues in AGT, which lie at the vicinity of the interfacial
region of DNA, were found less mobile and bounded strongly to DNA nucleotides than
that of remote sides. The interfacial residues were stabilized and contributed to the
formation of a stable complex. Some targeted amino acids like CYS145, ARG128,
THY114, SER151, were found highly stable and strongly interacting with DNA nu-
cleotides. These residues might play important role in the complex formation and
methyl transfer mechanism.

Figure 18: The regions showing the greater fluctuating surfaces. Targeted regions are encircled.
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4.3.3 Interaction Energy

Considering the interaction energy between DNA and AGT as a key determining factor
of stability of complexes, we have estimated the total interaction energy of all three
complexes. 200 nsMD simulation trajectories were taken to estimate the total interaction
energy of the protein and DNA molecules . The interaction energy of complex-I was
obtained fluctuating from (−772.00 to −432.01) kcal/mol with average of (−599.81 ±
45.03) kcal/mol. Likewise, complex-II possesses the interaction energy ranging from
(−760 to −430.12) cal/mol with average value of (−611.68 ± 59.16) kcal/mol and that
of complex-III ranging from (−760.34 to −427.37) kcal/mol with average value of
(−582.30±46.40) kcal/mol. The total interaction energy of complex-II is the maximum
negative value. It is probably due to the covalent linkage between the AGT and DNA
that tends to keep the nucleotide-residue pairs in the close proximity. In comparison of
other two complexes, complex-I has slightly greater negative value predicting the more
stable structure. The plot of total energy versus time of simulation is shown in Figure 19.

Figure 19: The plot of the interaction energy of three complexes as a function of time.

The interaction energy of all three complexes were obtained fluctuating nearer to their
average values and remains almost the constant. The interaction energy in complex-II
was found increasing after the time 150 ns, this may be reason of transient state of the
interaction. Till the end of the simulations, complex-I has the maximum negative value,
showing the most favourable structure.
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4.3.4 Hydrogen Bonding and Structural Stability

The hydrogen bonding play important role in binding DNA and protein. It is pervasive in
nature during the intermolecular interactions. This bonding contributes vital role in all
chemical, physical and biological systems. The importance of hydrogen bonding in drug
designing is well established. It dictates in the conformation of molecular structure and
binding affinity (Tiwari et al., 2016). Drug binding on the targeted molecule is mediated
by the number of potential hydrogen bonds. The breakage of hydrogen bonds illustrates
the unfavorable binding of two molecules in a complex, whereas the increasing pattern
of hydrogen bonds shows that the molecules in the complex still need to rearrange to
form the stable structure. The constant number of hydrogen bonds during the simulation
portrays the stable structure and the complex formation is favourable (Pace et al., 2014).

Assuming the hydrogen bonding as the pivotal role in intermolecular binding, we em-
ployed 200 ns MD simulation of all three complexes to analyze and compare the pattern
of variation in hydrogen bonds during the dynamics as shown in Figure 20. Hydrogen
bonds (H-bonds) were measured quantitatively in terms of number of hydrogen bonds.

Figure 20: The overall hydrogen bonding patterns in complex-I, complex-II and complex-III.

The minimum, maximum and average values of number of hydrogen bonds are shown in
Table 2. The average values of hydrogen bonds are shown in inequality sign (< or >), as
these average values were obtained in decimal value. The expression in inequality sign
makes it easier to compare H-bonds for different complexes. The average value of H-
bonds in complex-II was obtained in decreasing pattern towards the end of simulations.
In overall analysis, we have detected the strong and highly consistent hydrogen bonds
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in SER151-THY9, CYS145-6OG7(GUA7) and TYR114-GUA7(GUA7) pairs. These
pairs may be important in the formation of the DNA-AGT complex. The major atoms
that contribute in the hydrogen bonds will be analyzed in the later part of this section.

Table 2: Minimum, maximum and average values of number of hydrogen bonds formed during the 200 ns
simulations. First column shows the type of complex, other columns show the values of H-bonds at the
indicated conditions.

Complexes H-bonds minimum H-bonds maximum H-bonds average
I 3 17 > 9
II 1 17 < 9
III 1 16 > 9

In addition to the DNA-AGT intermolecular hydrogen bonding, we also detected three
water mediated hydrogen bonds. Among three water-mediated hydrogen bonds, two
were observed between ARG128 and CYT8 and one was observed between LYS125
and CYT21. They were detected only in the complex-I. These three bonds work as the
additional contributions to stabilize this complex. Such type of hydrogen bonds were
not detected in complex-II and complex-III within our 200 ns time scales.

4.3.5 Estimation of Distance of Strong Binding Pairs

As the potential energy is the function of distance between two atoms, it is useful to
analyse the variation of distance of key binding atoms. We plotted the distances between
the atoms that are responsible in establishing the hydrogen bonds in the three major
residue-nucleotide pairs: 6OG7(GUA7)-TYR114, 6OG7(GUA7)-CYS145 and THY9-
SER151 as shown in Figure 21.

Figure 21: Distance between the strongly bounded residue to the nucleotide pairs for (a) complex-I (b)
complex-II and (c) complex-III.

During the 200 ns simulations, we detected stable hydrogen bond between 6OG7(N3)
(i.e., GUA7(N3)) and TYR114(OH) atoms interacting with close proximity in all com-
plexes as shown in Figure 21(a). The distance of these atoms are almost the equal
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throughout the simulations. Similarly, another nucleotide pairs in 6OG7(N2) and
CYS145(O) has also the strong contributions in the formation of DNA-AGT com-
plex. Hydrogen bonds between these atoms is most consistent in complex-I as shown
in Figure 21. In complex-I and complex-II, the distance between THY9(O1P) and
SER151(OG) were also almost constant, despite some fluctuations in some trajectory
frames. However, there were some more fluctuations observed in THY9-SER151 in
complex-III as shown in Figure 21(c). After 100 ns simulation run complex-III, the
distance between THY9(O1P) and SER151(OG) was found increasing significantly. To
examine the cause of such significant increment of distance, we searched the alternative
residue that was activated to stabilize SER151(OG). We found that SER151(OG) rotated
towards the ADE10(O2P) atom and formed the stable bond. We further estimated the
distance between SER151(OG) and ADE10(O2P) during the entire simulation as shown
in Figure 22. Distance between these two atoms were found decreasing after 100 ns
time. The overall graph shows that when SER151(OG) comes closer to ADE10(O2P),
THY9(O1P) moves farther from SER151(OG) and vice versa.

Figure 22: Distance of SER151(OG) from THY9(O1P) and ADE10(O2P). This shows the shifting of
hydrogen bonds of SER151(OG) from THY9(O1P) to ADE10(O2P).

4.4 Electrostatics and van der Waals Interactions

Electrostatics and van der Waals interactions play crucial roles in intramolecular as well
as intermolecular binding in biomolecules. In this work, we estimated the intermolecular
binding of DNA and AGT. Each phosphate group of DNA nucleotides possesses the net
negative charge (equal to the charge of an electron). Also, some of the amino acids
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have non-zero charges, positive or negative. Besides these, atoms in the molecules
have non-zero partial charges. In many situations, they form the dipole moment. Such
partial or net charges in the molecules play significant role in binding DNA and protein
molecules via electrostatic interaction (Grimme et al., 2006; Jones et al., 2003). On the
other hand, van der Waals interaction is ubiquitous in all types of atoms and assists in
strengthening the binding of the molecules in a complex (Matthew & Ohlendorf, 1985;
DiStasio et al., 2014). The interaction between two point charges qi and q j is defined by
electrostatic potential as,

Ucoulomb =
qiq j

4πεrε0 ri j
(4.1)

In equation, the εr denotes the dielectric constant of medium, ε0 is the permittivity of
free space and ri j is the distance between the charges. The potential energy provided by
the van der Waals interaction between a pairs of atom is given by,

UvdW = 4ε
[(σ

r

)12
−

(σ
r

)6
]

(4.2)

where, ε defines the strength of the interaction and σ defines length scale.
In this work, we carried out quantitative estimation of the binding mechanism of
DNA and AGT in complex-I, complex-II and complex-III due to electrostatic and
van der Waals contacts. The averaged values of such interaction energies were es-
timated from outputs of 200 ns simulations for all complexes. During 200 ns MD
run under NPT condition, the contributions of electrostatic interaction were greater
than that of the van der Waals interactions as expected. In complex-I, the observed
potential energies due to electrostatics, van der Waals, and the total (electrostatics
+ van der Waals) were (−492.70 ± 44.20) kcal/mol, (−107.10 ± 5.52) kcal/mol, and
(−599.81 ± 45.03) kcal/mol, respectively. Similarly, in complex-II, the respected val-
ues were (−500.76 ± 54.61) kcal/mol, (−110.92 ± 8.28) kcal/mol, and (−611.68 ±
59.16) kcal/mol, respectively. Also, in complex-III, the potential energies for the re-
spective interactions were (−475.57 ± 45.19) kcal/mol, (−106.73 ± 6.26) kcal/mol, and
(−582.30±46.40) kcal/mol. The interaction energy for all three complexes are compared
in bar diagrams as shown in Figure 23.
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Figure 23: Bar diagram representation of the eletrostatic, van derWaals, and the sum of these energies for
complex- I, complex-II and complex-III indicating the dominant effect of electrostatic energy in overall
non-bonded interactions. Electrostatics potential energy is indicated by yellow, vdW potential energy is
indicated by red and sum of these potential energies are indicated by blue colour.

The magnitude of total energies (i.e., the sum of electrostatic and van der Waals) is
manimum in complex-II. In this complex, the covalent linkage may keep DNA and AGT
molecule in closer proximity. In comparison of other two complexes, complex-I has
the lower energy than that of complex-III, suggesting that the possible formation of pre-
methyl transfer (i.e., formation of the complex) is more favorable than that of post-methyl
transfer (dissociation of the complex). Comparing the energy in these two complexes,
the contribution of each energy type (i.e., electrostatic and van der Waals) is smaller in
complex-I than in the complex-III. Errors were taken from the standard deviation (S.D.)
of the corresponding data. The S.D. on energies indicate that the fluctuation of energy
is relatively higher in complex-III than in complex-I. The simulation results show that
energy due to electrostatic interaction has the dominating contributions in the binding
of methyl-DNA and AGT, but no significant difference was observed while comparing
the similar type of energy in these complexes.

The variations in electrostatics and vdW energies for all three complexes are plotted in
Figure 24. Upto 30 ns simulation run, the energy variation in all complexes were found
almost the same, however the values were significantly fluctuating in complex-II after
30 ns. The pattern of variation was similar for both electrostatics and van der Waals
energies. Complex-III has the fairly stable energy, whereas the energies were most stable
throughout the simulation in complex-I.
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Figure 24: Comparison of non-bonded (a. electrostatics and b. vdW) energies variations in all complexes.

4.5 Hydrogen Bonding Analysis

Hydrogen bonding is a special type of non-covalent interaction that plays important
role in protein folding and the existence of a helical structure of DNA and RNA. The
double helix structure of DNA is possible only due to the hydrogen bonding among
the nucleotide within the same strand or another strand. In addition, they have crucial
role in the intermolecular interaction of biomolecules in the biochemical processes,
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like protein-ligand interaction, DNA-protein complex formation, protein-drug bindings,
etc. (Thakuria et al., 2017). Thus, they have important role in governing the shape,
properties and functions of biomolecules. Intermolecular interaction via hydrogen
bonding is important in drug designing. In this work, the role of hydrogen bonding
between AGT and methylated DNA is extremely useful in understanding the stability
and binding affinity in their complex (Tiwari et al., 2018). We have performed the
detailed atomic-level analysis of hydrogen bonds in all three complexes. This analysis
provides an overview of the interatomic hydrogen bonding mechanisms .

Hydrogen bonding was quantitatively analyzed by estimating the hydrogen bond occu-
pancy. Greater the value of H-bond occupancy, higher the possibility of strong binding
of that residue with its pair partner (Kannam et al., 2017). We have analyzed the im-
portant interactions between DNA nucleotides and AGT residues in all three complexes,
complex-I, complex-II, and complex-III.

There were several nucleotides in DNA that took part in interactions. Out of them, in
each of three complexes, 6OG7 (GUA7), THY9, and THY23 were observed as the major
binding nucleotides in DNA. Besides these major pairs, many other nucleotides also
assist in the formation of the complex. These pairs occasionally came into interactions
and were short lived. Most of the time, they lie out of the interacting range of residues
in AGT. Majority of the interacting nucleotide-residue partners were detected similar in
all three complexes. Active nucleotides lie at the minor groove and hence contributed in
binding AGT at this position except THY23.

After recognizing the major interacting nucleotides, we investigated the atomic level
interaction by examining the hydrogen bond occupancy. The hydrogen bond occupancy
percentage of some residues may be greater than 100%, because of interaction of one
nucleotide to two or more atoms of same or other amino acid residues. In this part, we
have determined the occupancy percentage by taking unique hydrogen bonds, which are
smaller than 100%.

In the case of complex-I, TYR114, CYS145, SER151, THR95 and GLN115 play major
role in the formation of hydrogen bonds with the nucleotides. Out of several other
significant binding pairs, TYR114-6OG7 has the maximum hydrogen bond occupancy
with 87.6%. Likewise, this pair was followed by CYS145-6OG7 (87.1%) and SER-
THY9 (85.6%) pairs. Besides these, THR95 and GLN115 were found to be contributed
in the formation of hydrogen bonding having > 40% occupancy as summarized in the
complex-I part of Table 3. In Table 3, atoms that involved in hydrogen bonding are also
included into the brackets together with its corresponding residue.
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Table 3: Hydrogen bond occupancy of all three complexes during 200 ns NPT simulation. First column
shows the type of complex, second and third column shows the residue-nucleotide pairs with specific
atoms that were involved in hydrogen bonding, and the fourth column shows the occupancy percentage of
residue-nucleotide pairs from corresponding column in second and third.

AGT-DNA complex Residues-Nucleotides pairs OccupancyResidues Nucelotides

Complex-I

TYR114 (OH) 6OG7 (N3) 87.6%
CYS145 (O) 6OG7 (N2) 87.1%
SER151 (OG) THY9 (O1P) 85.6%
THR95 (OG1) THY23 (O1P) 80.3%
SER151 (N) THY9 (O2P) 69.6%
THR95 (N) THY23 (O1P) 62.8%
GLN115 (N) THY9 (O1P) 53.2%

Complex-II

SER151 (OG) THY9 (O1P) 90.0%
THR114 (OH) 6OG7 (N3) 71.6%
THR95 (N) THY23 (O1P) 69.2%
SER151 (N) THY9 (O2P) 68.4%
THR95 (N) THY23 (O1P) 56.1%
CYS145 (O) 6OG7 (N2) 53.8%
GLN115 (N) THY9 (O1P) 48.9%
ARG128 (NH2) CYT20 (N3) 47.8%

Complex-III

TYR114 (OH) GUA7 (N3) 59.0%
SER151 (N) THY9 (O1P) 55.8%
PHE94 (N) THY23 (O1P) 48.4%
ORT145 (O) GUA7 (N1) 47.8%
ARG135 (NH1) GUA7 (O5’) 44.6%
ASN157 (ND2) GUA7 (O4’) 43.7%
ORT145 (O) GUA7 (N2) 40.9%

In complex-II, 6OG7 and CYS145 have covalent bonding. It has a slight variation in
hydrogen bond occupancy percentage than that of complex-I. In this complex, SER151-
THY9 has the maximum contribution, with the hydrogen bond occupancy percentage of
90.0%. This pair was followed by THR114-6OG7 (71.6%) and THR95-THY23 (69.2%).
The occupancy of the remaining pairs is shown in the complex-II part of Table 3. One
new pair, ARG128-CYT20 was noticeable having hydrogen bond occupancy percentage
> 40% in complex-II. The newly detected pair is ARG128-CYT20 (47.8%) in complex-
II. The atomic level investigations hydrogen bonding of all possible pairs that have
occupancy percentage > 40% are shown in complex-II part of Table 3.

The hydrogen bond occupancy percentage of residue-nucleotide pairs was significantly
lower in complex-III than that of complex-I and complex-II. In complex-III, the pair
TYR114-GUA7 possessed the maximum value of hydrogen bond occupancy percentage
with 59.0% followed by SER151-THY9 (55.8%) and PHE94-THY23 (48.4%). The re-
maining pairs with their corresponding occupancy percentage are shown in the complex-
III part of Table 3. A new pair ARG135-GUA7 appeared possessing an occupancy
percentage > 40% in this complex, but this bond has occupancy percentage < 40%
complex-I and complex-II.

86



The overall pattern of hydrogen bond occupancy percentage revealed that the contribution
of hydrogen bonds in complex-III has the lowest value among the three complexes.
Complex-II has the relatively greater percentage of hydrogen bond occupancy due to the
fact that covalent bond tends to approach the atoms in DNA and AGT nearer to each
other. But, this is the short transient state, so these bonds can not sustain for long time
(Patra et al., 2016; Y. Fu et al., 2021). In comparison to two stable states, complex-I
has a higher binding affinity than complex-III. This depicts that complex-I refers to the
complex formation stage and complex-III refers to the dissociation stage of DNA and
AGT. Though the binding affinity is low, complex-III was not in the condition of easy
dissociation, rather its intermolecular binding is degraded and AGT can be inactivated.
The binding regions (site 1 and site 2) and corresponding residue-nucleotide pairs are
shown in Figure 25.

Figure 25: Major interacting sites of DNA and AGT via hydrogen bonding. Site 2 contains many
nucleotides that contribute in binding the AGT at the minor groove of DNA. Site 1 also contributes a
noticeable hydrogen bonding.
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Targeting the atomic level visualization in major binding partners of nucleotides and
residues, we represented them forming two sites; site 1 and site 2 as shown in Figure 25.
In this figure, noticeable binding partners are shown. Major binding partners are kept
in rectangular boxes. In site 1, THY23 has the major contribution in binding with AGT.
The AGT residues, THR95 and PHE94, have the leading role in the formation hydrogen
bonds at this site. Site 2 is the strongest binding region between DNA and AGT. In this
region, several nucleotides actively participated in the formation of hydrogen bonding
with AGT residues. These pairs were chosen in accordance of hydrogen bond occupancy
percentage in Table 3.
To analyze more specifically, the hydrogen bonding formation patterns are shown in
Figure 26. This figure includes the atomic level information for the major bindings
partners and are also common in all three complexes. The major interacting nucleotide-
residue partners were somehow similar in all three complexes, but the strengths are
different.

Figure 26: Major interacting sites of DNA and AGT showing atomic level hydrogen bonding in major
binding sites. Two major regions of binding are shown in the rectangular box in magnified form.

The atomic level hydrogen bonding analysis revealed that 6OG7(GUA7), THY9 and
THY23 have the viral role in formation of stable complex of DNA and AGT. We
further investigated the overall hydrogen bonds variation of these nucleotides within the
simulation time scales. Number of hydrogen bond versus simulation time are shown
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in Figure 27. The hydrogen bond contributions in three nucleotides, 6OG7(GUA7),
THY9 and THY23 in all three complexes were compared. We found that all three
nucleotides formed stable hydrogen bonding in complex-I as shown in Figure 27(a), but
the these bonds were slightly fluctuating in complex-II and complex-III. Moreover, It
has been observed that the fluctuations detected in complex-II and complex-III were due
to relatively unstable binding of THY9 and THY23. 6OG7 (GUA7) was found to be
most consistent in all three complexes.

From Figure 27, we can clearly seen that THY23 has almost zero hydrogen bonding
after 150 ns in complex-II as shown in Figure 27(b). This bond is also fluctuating in
complex-III as shown in Figure 27(c). In conclusion, GUA7 has significant contribution
not only in the methyl transfer process but also in the formation of stable complex.
Our findings regarding the structural stability of DNA-AGT complex due to hydrogen
bonding, electrostatics and van der Waals contact agree with many previously reported
results of (Daniels et al., 2004; Patra et al., 2016; Y. Fu et al., 2021).

Figure 27: Hydrogen bond contributions in nucleotides 6OG7(GUA7), THY9 and THY23 with the
protein residues for (a) complex-I (b) complex-II and (c) complex-III. 6OG7(GUA7) has the stable
hydrogen bonding in all three complexes, however THY9 and THY23 has the relatively fluctuating in
complex-II and complex-III.

4.6 Contact Surface Area

The contact surface area between DNA and AGT is useful in examining the structural
stability of the molecular complex. Solvent accessible surface area (SASA) is used to
estimate the contact surface area of two molecules. We estimated the contact surface
area of all three complexes during the 200 ns simulation to compare the binding affinity
in these systems. For this, an average value of solvent accessible surface area (SASA)
of an individual molecule and their complexes were determined. Then, these data were
used to determine the contact surface area of AGT and DNA by using the relation (Yunta,
2017),

Contact surface area (A) =
A1(t) + A2(t) − A3(t)

2
(4.3)
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where, A1(t) is the SASA of AGT, A2(t) is the SASA of DNA, and A3(t) is the SASA of
their complex. In the Table 4, A1, A2 and A3 are the average solvent accessible surface
area (SASA) of AGT, DNA and their complex (complex-I); A′1, A′2 and A′3 are the SASA
of AGT, DNA and their complex (complex-II) and A′′1 , A′′2 and A′′3 are the SASA of AGT,
DNA their complex (complex-III).

Table 4: Average contact surface area between DNA and AGT that are obtained from 200 ns simulations
for all three systems. The net surface areawas foundmaximum in complex-II andminimum in complex-III.

Complex SASA (Å2) for Double contacts Net contact surface area (A)

I AGT (A1) DNA (A2) complex(A3) A1 + A2 − A3 (A1 + A2 − A3)/2
10055.72 5531.20 13798.48 1788.44 (894.22 ± 29.57) Å2

II AGT (A′1) DNA (A′2) complex(A′3) A′1 + A′2 − A′3 Net contact surface area (A′)
10236.34 5679.28 14095.76 1819.86 (909.93 ± 68.69) Å2

III AGT (A′′1 ) DNA (A′′2 ) complex(A′′3 ) A′′1 + A′′2 − A′′3 Net contact surface area (A′′)
10214.99 5669.13 14127.16 1756.96 (878.48 ± 40.19) Å2

Table 4 shows the quantitative estimation of mean contact surface area betweenDNA and
AGT in all three complexes. Among three complexes, complex-II has the largest average
contact surface area (909.93±68.69)Å2 with greatest fluctuation (653.54 to 1086.78)Å2,
complex-III has the smallest average contact surface area (878.48 ± 40.19) Å2 with
fluctuation from (711.88 to 1037.62)Å2. Complex-I has the intermediate value (894.22±
29.57) Å2 ranging from (761.53 to 1019.25) Å2 showing the least fluctuation having
consistent contact surface area as shown in Figure 28. Supporting the hydrogen bond
occupancy percentage in Table 3, complex-II has the greatest contact surface area in this
complex.

The time evolution of contact surface area is shown in Figure 28. The contact surface
area is almost the same in complex-I throughout the simulation predicting the most
favorable complex in comparison to other two complexes. The surface area was detected
fluctuating in complex-II and complex-III between 140 ns to 170 ns. The fluctuation in
surface area gives the evidence of unstable binding between DNA and AGT. Comparison
of surface area of contact for three complexes during the 200 ns simulation is shown in
Figure 28.
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Figure 28: Contact surface area of DNA and AGT in all three complexes. The area is highly consistent
in complex-I but fluctuating in other two complexes.

4.7 Possible Guanine Base Flipping Mechanism

DNA base flipping mechanism involved in genomics repair and epigenic control of
gene expression is often occurred. During the DNA replication and transcription, DNA
coding at the flipping region may be missed and the newly formed DNA strand can
be mutated. This mechanism is essential for methylation damage repair process. The
methylation at nitrogen base is a chemical modification, which in turn affects to the
structural modification. The structural modification provides the space for AGT to bind
in appropriate position of DNA. Till date, the driving force of base flipping in nucleotide
containing methyl adduct has not been fully understood (Lemkul et al., 2014).

Considering the base flipping mechanism is one of the essential steps in methyl transfer
process, we modelled two molecular systems taking only DNA from PDB ID 1T38:
one DNA containing a methyl adduct at seventh residue and another a normal DNA
(i.e., replacing the methyl adduct from seventh residue of DNA). Both the systems were
propagated 100 ns simulation run under NPT condition. These investigation would
provide the insight of the major cause of base flipping in methylated guanine and reason
of stability of orphaned nucleotide after the flipping its nucleotide pair partner. In our
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system, GUA7 is the flipping base and CYT20 is the pair partner of flipped base. For this,
we investigated the flipping mechanism taking two basic conditions: effect on hydrogen
bonding between GUA7 and CYT20 during methylated and non-methylated conditions
and the role of sidechain of intercalated ARG128 in AGT that degrades the hydrogen
bonding between methyl GUA7 and CYT20.

This section is basically dealt with the causes of flipping out of GUA7 from the base stack
and the stability of orphaned CYT20. We have prepared the new molecular systems to
deal the flipping mechanism and previously performed 200 ns NPT simulation utilized
to study the stability of CYT20.

4.7.1 Bond Breaking due to Methylation

In this part, we study basic reason of weakening the hydrogen bonds between 6OG7
(methylated GUA7) and the CYT20 due to methylation at GUA7. The weak hydrogen
bond is vulnerable in dissociation of corresponding nucleotide pairs. Our fundamental
interest is to flip out 6OG7 to the vicinity of active cysteine (CYS145) so that the methyl
transfer mechanism would be possible. If the base does not flip out from the base
region, it is almost impossible to receive the methyl adduct by active CYS145, i.e.,
6OG7 should lie within the active packet CYS145 of AGT. That is why, to access the
alkylated base 6OG7 with AGT active site, the base flipping is essential. As explained
in the previous section, ARG128 forms the hydrogen bonds with CYT20 and facilitates
in flipping out 6OG7 extrahelically and then makes methyl adduct approaching in active
packet cysteine.

To examine the possible causes of the DNA base flipping mechanism, we have prepared
the molecular systems picking only the double-stranded DNA by removing the AGT
from protein structure 1T38.pdb. We modelled the system by flipping in methyl guanine
(6OG7) from the DNA base stack such that methyl guanine could approach as the
corresponding pair partner, CYT20. Then, two different systems were generated by
forming: first GUA7 containing methyl adduct at O6 point and another the normal
GUA7 (without methyl adduct) as shown in Figure 29. Figure 29(a) contains a double
stranded DNA with normal guanine-cytosine pairs and Figure 29(b) has the methyl
guanine pairing with cytosine.

92



Figure 29: Only DNA system (a) structure of non-methyl GUA7 in dsDNA (b) structure of methyl GUA7
in dsDNA.

In the ordinary condition, cytosine binds to guanine via three hydrogen bonds, however,
a different hydrogen bonding scenario was observed during the O6-point methylation at
guanine. We would like to inspect the effects on hydrogen bonding due to methylation
damage at GUA7. The presumption of the study was that the strength of hydrogen bonds
should be weaker in methylation damage condition than that of normal condition so that
the base flipping mechanism would be favorable. An investigation was carried out in
regard to examining the condition of hydrogen bonds when the O6-point of guanine is
methylated. For this, we have performed 100 ns NPT simulations for both the systems.
The trajectories obtained from each of 100 ns simulation run was used to study the
possible base flipping mechanism due to hydrogen bond breaking in GUA7 and CYT20.

In order to ensure the structural stability, we estimated the RMSD of both systems. The
RMSD was calculated for all atoms of DNA backbones without taking hydrogen atoms.
The atomic coordinates of the first step of the simulation were taken as the reference
coordinates. Then, the RMSD of both systems was plotted as the time-dependent
function. The RMSD for non-methyl guanine condition was relatively smaller and
stable than that of methyl condition as shown in Figure 30. During the time between
∼24 ns to ∼60 ns, the RMSD of methylated DNA is relatively larger and sometimes
crossed the value of 8 Å. But, after a 60 ns simulation run, the structure was well
established and have almost the same value of RMSD in both systems showing the stable
structures.
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Figure 30: The RMSD of the DNA for methyl guanine and non-methyl guanine system. More fluctuations
is found in methyl condition than that of non-methyl condition.

The hydrogen bond pattern of GUA7 and CYT20 are shown in Figure 31. After
the simulation, we found that the carbon at CH3 was slightly rotated away from its
hydrogen bond partner N4 of CYT20 and no stable hydrogen bond exists in this position.
Furthermore, O2 of CYT20 left the N2 of GUA7 and eventually formed N2-N3 and N1-
N3 pairs. Nucleotide pairs in Figure 31 represents the patterns of hydrogen bond
formation in methylated and non-methylated conditions.

Figure 31: The scheme of formation of hydrogen bonds in non-methylated guanine (GUA7) and CYT20,
and methyl guanine (6OG7) and CYT20. All three hydrogen bonds exist in non-methylated guanine
condition as the ordinary pairs, however only two hydrogen bonds sustain in methyled guanine.

The number of hydrogen bonds between these two nucleotide pairs, 6OG7(GUA7) and
CYT20, is shown in Figure 32. Figure 32 shows that three stable hydrogen bonds exist
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in non-methylated GUA7 throughout the simulation, however, only two hydrogen bonds
were observed in methyl GUA7. This is one of the main reason of easy rotation of
methylated base across the backbone. Even though the number of bonds were fluctuated
in the beginning of the simulations, they were stable after 60 ns simulation run. This
fluctuation may be arised due to disorientation of flipped in guanine. As soon as the
guanine restored the correct orientation, three hydrogen bonds became stable.

Figure 32: Comparison of the number of hydrogen bonds formed by non-methylated GUA7 and CYT20,
and methylated GUA7 and CYT20 pairs. Number of hydrogen bonds are clearly distinguishable in two
cases.

The loss of hydrogen bond formation at O6 of guanine can be the G:C to A:T transition
in DNA replication, which is a major cause of cell to be carcinogenic. From the
above simulation, It has been detected that methylated O6 overlooks in the formation of
hydrogen bond to any other nucleotide that comes across it. So, ordinary three hydrogen
bonds reduces to only two. This condition not only facilitates in nucleotide flipping but
also mutate the newly transcribed DNA strand. In the next subsection, we describe the
stability of unpaired CYT20, when GUA7 rotated from the base stack.

4.7.2 Stability of CYT20

During the direct damage repair in DNA, the DNA repair protein like AGT should
recognize and trigger the damaged part, and then flip the methyl-damaged nucleotide
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out of the base stack. As the O6 point of guanine is the targeted methylation damage,
the fundamental requirement of the AGT is to identify the damaged part at the O6
point of guanine. For this, ARG128 of AGT intercalates in between the backbones of
the double-stranded DNA and hits the 6OG7 (methylated GUA7), the pair partner of
CYT20. The side chain of ARG128 then attempts to form the hydrogen bonds with the
CYT20, which is supposed to be broken the hydrogen bonds in the 6OG7-CYT20 pair.
When the hydrogen bonds are broken in these nucleotide pair partners, the methylated
base rotates out from the backbone and becomes stable at the AGT active packet forming
several hydrogen bonds with amino acid residues residing at the interfacial region of the
complex (Daniels et al., 2004). Motivated from such interesting role of ARG128, we
examined the interaction mechanism of ARG128 with CYT20.

After the rotation of GUA7, its pairing partner CYT20 becomes orphaned, i.e., lost the
pair partner and became alone and free as shown in second structure of Figure 15. This
orphaned CYT20 when gets free from its binding partner, it may be oriented in any
direction, which may loss the structural integrity of the double stranded DNA. But, this
was not happened in reality. We then examined how orphaned CYT20 became stable
and what the major cause of preventing from the destruction of structural integrity. To
find the cause of stability of orphaned nucleotide, we analyzed the trajectories of 200 ns
simulation of complex-I targeting the interaction between ARG128 and CYT20.

During the 200 ns NPT run, three points of CYT20 (N4, N3, andO2) were found forming
the hydrogen bonds with a point NH2 of ARG128 as shown in Figure 33. These three
atoms of CYT20 do not approach within the cutoff distance of 3.5 Å simultaneously to
form the hydrogen bonds with ARG128, rather one or two of them form the bonds at a
time. O2 was the weakest bond and occasionally approaches within the cutoff distance.
At the beginning of the simulations, NH2 is relatively nearer to the N4 point. Over
the time evolution of the MD simulation, the hydrogen bond between NH2 and N3 was
found to be the strongest and was detected to have the dominating effect than other two
bonds.

The radial distributions of contact atoms of CYT20 from NH2 of ARG128 were further
investigated. Out of three hydrogen bond pairs, NH2-N4, NH2-N3, and NH2-O2, the
second pair remains closer in most of the simulation time as shown in Figure 33. The
interaction remained persistent throughout the simulation and stabilized the orphaned
CYT20. Thus, the orphaned CYT20 became stable, though its pair partner GUA7 is
rotated out from the base stack. The variation of distance of interacting atoms of CYT20,
N3, N4 and O2 from the NH2 atom of arginine are also shown in Figure 33(c). This
figure shows that distance between NH2-N3 is the most consistent and that of NH2-N4
is most fluctuating. Most of the time, atom O2 lies at the farthest distance from NH2.

96



Figure 33: (a) Hydrogen bonding pattern in ARG128-CYT20 pair showing the strongest hydrogen bond
between NH2-N3, (b) Radial distribution for NH2-O2, NH2-N3, and NH2-N4 pairs. NH2-N3 pair has
the highest distribution and lie within 3.5 Å, but other two pairs occasionally comes within this range.
(c) Distance of N3, N4, and O2 atoms of CYT20 form NH2 atom of ARG128.

4.8 Steered Molecular Dynamics (SMD) on AGT

Steered molecular dynamics (SMD) mimics the atomic force microscopy (AFM) exper-
iments and aids to identify the active amino acid residues, involving in protein-ligand,
protein-protein and protein-DNA interaction (Phillips et al., 2005). We applied this
method to determine the possible interactive mechanism between base flipped DNA and
AGT; and also to examine the conformation changes in both DNA and protein residues
during the translation of protein from DNA.
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In this work, SMD was employed to estimate the solvent accessible surface area (SASA)
of DNA, AGT and their complex for both systems. The estimated SASA was imple-
mented to find the contact surface area between AGT and DNA. Further, we performed
SMD simulations specifically to find the maximum possible decoupling force (rupture
force) during dissociation of AGT from methylated DNA in complex-I and was also
performed for the complex-III.

To investigate the aforementioned properties, we have taken the molecular structures
from complex-I and complex-III. The original PDB structure contains a methylated
DNA (mDNA) at O6 position of GUA7 and DNA repair protein AGT, a complex with
non-covalent bonding taken from complex-I, which is named system-I in this sections
and another system was prepared by transferring methyl adduct to cysteine (CYS145) in
AGT (system-II), which is taken from complex-III.

To perform the SMD simulations, the AGT protein was pulled along positive x direction
under constant velocity pulling method with 1 Å/ns taking the DNA as the reference
molecule (Isralewitz et al., 2001). The total trajectory length was 30 ns, which was
sufficient to evaluate themaximumbinding force betweenAGT andDNA for the supplied
uniform velocity. Simulation of each system was repeated for five times and outputs
were averaged for corresponding systems. The spring constant was specified to be
1 kcal/(mol·Å2). This procedure was taken the force as the function of displacement.
Same procedure has been performed for system-II. The present investigation would be
useful for the further study of protein-DNA complex formation, their structural stability
and DNA damage repair process.

SMD is often executed to investigate in the binding mechanisms of protein-ligand
molecules. Besides this common application of SMD, we applied this technique in
the study of protein-DNA binding mechanism, which is expected as the new application
for the molecular system and can be the future avenue in the study of DNA-protein
interactions.

4.8.1 Pulling of AGT from DNA

Wehave used the prepared systems, system-I and system-II, to investigate hownucleotide-
residue pairs behave during the decoupling AGT from DNA. In both systems, AGT was
pulled along positive x-direction taking DNA as the reference molecule. The pulling
direction of AGT is shown in Figure 34. Then, a suitable time scale was chosen to
evaluate the maximum force required to decouple AGT from DNA. Both systems were
simulated as the trial so that this could help us to predict the suitable time scale for the
SMD simulations. The trial results guided us to set the simulation time of 30 ns for each
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system. Then, both systems were propagated for 30 ns SMD simulations. Each of the
systems was repeated five times targeting to get the average value.

In this process, the backbone atoms of DNA were taken as the fixed atoms and alpha
carbons in AGT were taken as the dummy atoms; and were pulled from their center of
mass (COM) along the positive x-direction with constant velocity (®v = d ®x/dt) in water
and ions environment so that the SMD atom experiences the force ®F(t) = k(®v t − ∆®x)

(Isralewitz et al., 2001), providing the external potential energy (Martínez et al., 2008),

U(x, t) =
1
2

k(®v t − ∆®x.n̂)2 (4.4)

where, k (= 5 kcal mol−1 Å−2) is the spring constant and gives the stiffness of the applied
harmonic restraining force, and ∆®x (t) = ®x (t) − ®x0, is the displacement between the
molecules being actual position ®x (t) and initial position ®x0 and n̂ is the unit vector along
the direction of pulling.

Figure 34: Pulling of AGT along positive x-direction taking DNA as the reference molecule. In this
condition, AGT is pulled in both systems, system-I and system-II, along the same direction (positive x
direction) in identical condition.

The molecular structures that are obtained from the end of 30 ns SMD simulation are
shown in Figure 35. During the simulations, we have detected the decoupling of site 1
in system-II and still in contact in system-II. A part of AGT that binds in the interfacial
region of site 2 was found stronger binding than that of other regions. Only a short loop
in AGT was detected stretching.
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Figure 35: Binding sites of AGT and DNA. Two binding regions (site 1 and site 2) retains upto entire 30
ns simulation in system-I and only one binding region (site 2) exist till the end of the simulation, however,
the site 1 was decoupled during the simulation in system-II.

The variation of hydrogen bonds in system-I and system-II during the pulling of AGT
fromDNA is shown in Figure 36. We detected two specific sites of binding via hydrogen
bonds in both of these systems. The strength of hydrogen bonds is greater in site 2 than
that of site 1. In the beginning of the simulation, the number of hydrogen bonds was
obtained almost equal in both systems, but the number was found slightly decreasing
faster in system-II immediately after 1 ns simulation run. In both systems, the number
remains almost consistent up to 13 ns, however a sudden down jump was observed in
system-II for a certain time. After 22 ns, number of hydrogen bonds remains consistent
upto the 30 ns as shown in Figure 36.

The sudden down jump supports the low occupancy percentage of hydrogen bonds in
complex-III than that of complex-I as explained in Table 3. In addition, the dissociation
of site 1 is also the important region of down jump of H-bonds as shown in Figure 35.
Due to the lower strength of hydrogen bonding in system-II (taken form complex-III), the
dissociation is easier. Despite the lower occupancy percentage of hydrogen bonds, site 2
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was not dissociated due to the fact that there are many number of nucleotide-residue
pairs. This region can be considered the strongest binding region. No significant down
jump in system-I (taken from complex-I) shows that complex formation mechanism is
more favourable in pre-methyl condition than that of post-methyl transfer.

Figure 36: The variation of hydrogen bonds in system-I and system-II. The sharp decrease in the number
of hydrogen bonds in system-II occurred due to the decoupling of hydrogen bonds from site 1.

As soon as the site 1 was dissociated from DNA, the binding loop of AGT stretched
away and suddenly lowered the binding strength. The effect of lower occupancy of
hydrogen bonds can be visualized in site 1 of this system. In site 2, several nucleotides
GUA7, THY9, were detected that actively participated in binding with interfacial amino
acid residues of AGT. So, hydrogen bonds in site 2 were continuously working to retain
the molecules in the form of a complex in both systems. These evidences of major
interacting residues in site 2 also favours the the major hydrogen bonds at the interface
region of DNA and AGT as explain in Table 3.

Furthermore, an intra-molecular hydrogen bond breaking was detected within the AGT
molecule. The hydrogen bond dissociation region of AGT is shown in Figure 37.
Although equal force is applied in each of the alpha carbon, there was a certain stretching
produced in the AGT molecule. The hydrogen bond dissociation in GLU172-TYR69,
HSD171-PHE69, HSD171-PHE70 pairs and aromatic-aromatic interaction breaking in
PHE70-TRP167pair in site 3 contributes to stretching theAGT. Intra-molecular hydrogen
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bond breaking is the main region of stretching the loop in AGT.

Figure 37: The intramolecular decoupling region of AGT. Breaking of hydrogen bonds in region 3
facilitates the AGT to stretch with the certain part.

4.8.2 Solvent Accessible Surface Area (SASA) and Variation of Contact Surface
Area during SMD Pulling

Solvent accessible surface area (SASA) is the geometric measure of the exposed surface
of a molecule to the solvent. It quantifies the extent of non-covalent interactions in a
molecular complex and provides valuable insight into the rearranging mechanisms of
side chains of a protein in an aqueous environment (Scheurer et al., 2018). A molecule
with hydrophobic side chains lies on the surface tend to minimize the surface area,
whereas the hydrophilic side chains access to increase the surface area (Iwase et al.,
1985; Moret & Zebende, 2007). The estimation of SASA is useful to examine the
contact area of two molecules and hence to assist in finding the binding affinity of two
molecules. In this following subsection, SASA is used to estimate the contact surface
area during the translation of AGT from DNA.

At the beginning of pulling of AGT from DNA, the contact surface area in both the
systems was not altered significantly (pq and p′q′ regions of graphs in Figure 38). After
the simulation time lapsed ∼13 ns, AGT in system-II was detected to be stretched away
by detaching the intramolecular hydrogen bonds in site 3. The same event was detected
after ∼22 ns in system-I. The descending parts, qr and q′r′ of graphs in Figure 38 of the
corresponding systems show the decreasing the contact surface area. The intramolec-
ular binding mechanism gives the definite shape in protein. During SMD, the force
was applied on AGT that pulled away from the DNA. Countering with such pulling
force, the intermolecular binding strength tends to retain the complex in original form.
Thus, intramolecular bond dissociation took place due to a force acting on AGT from
opposite directions: attraction of the binding region towards the DNA and SMD pulling
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force applied in AGT along the opposite direction. The hydrogen bond dissociation in
GLU172-TYR69, HSD171-PHE69, HSD171-PHE70 pairs and aromatic-aromatic inter-
action breaking in PHE70-TRP167 pair in site 3 consequence in stretching the AGT as
shown in Figure 38. The loop stretching no longer continued so that almost a constant
surface area was marked at regions rs (in system-I ) and r′s′ (in system-II). During the
simulation, we have detected that binding at both sites (site 1 and site 2) were stronger
in system-I than that of system-II as shown in Figure 38. This is the main reason behind
the sharply decreased contact surface area in system-II forming a large gap in the contact
surface area between rs and r′s′ sections.

Figure 38: Contact surface area between DNA and AGT for system-I and system-II. pq and p′q′ regions
of the graph represent the stable binding, qr and q′r′ show sharp down jump due to the intramolecular
breaking region in AGT and the fast descending of the contact surface area. rs and r′s′ regions are
constantly running parts that refer to the constant contact surface area between the molecules due to the
strong binding in site 2 as shown in molecular structure accompanied with the plot.

4.8.3 Maximum Decoupling Force

Steered molecular dynamics (SMD) was also utilized to estimate maximum decoupling
force during the separation of AGT and DNA. Initially, the center of mass of AGT lies at
almost same position in both systems. During pulling, the AGT structure was gradually
stretched away from DNA, however, the major interacting residues were attempted to
restore the complex into the original form and kept nucleotide-residue pair partner in
contact.
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We performed five different simulations by replicating for each system. The outputs
from each of the corresponding system are not significantly different as shown in Fig-
ures 39(a,b) and averaged the outputs and plotted as shown in Figure 39(c).

Figure 39: Decoupling force versus COMdisplacement of AGT by takingDNA as the referencemolecule.
Figures (a) and (b) are the force versus displacement curves for five identical simulations of system-I and
system-II, respectively. (c) the average values of force versus displacement curve obtained from averaging
(a) and (b) separately. The greater value of force in system-I than that of system-II shows more favorable
binding of methylation damage DNA with AGT than the binding after methyl transfer.

Figure 39 shows the typical force-displacement profile for pulling AGT from the DNA
of both systems. At the beginning, the force between AGT and DNA was linearly
increased according to the Hooke’s law of elasticity. The force was initially observed
to be increasing instead of decreasing. After the displacement of ∼4 Å from the initial
position, the force started decreasing i.e., COMdistancewas 28Å. In reality, although the
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separation was increased, the major interacting residues were not found to be decoupled
from their pair partners, rather they arrange to retain the molecules to form a more stable
complex.

The decoupling force between the molecules in turn defines the binding force between
them. Indeed, the SMD pulling of AGT from DNA can estimate the strongest energy
barrier between them. To estimate the force, the data obtained from five independent
simulations were used to find the average value of force in each system. The plots for
all the replicated windows are shown in Figure 39. The averaged value shows that the
strongest energy barrier for decoupling force was estimated to be ∼900 pN in system-I
and ∼750 pN in the case of system-II as shown in Figure 39. Although the decoupling
force is smaller in system-II, this force is sufficient to bind the molecules, and hence,
the result shows that AGT does not leave the DNA, even if the interaction is degraded.
Our results obtained from molecular dynamics simulations agree with the Atomic Force
Microscopy (AFM) experiment of Tessmer & Fried (2014) and Density Functional
Theory (DFT) results of Jena et al. (2009).

4.9 Estimation of Free Energy

Free energy is the energy which is available to do some specific work in biomolecular
interactions as well as in the interaction with the surrounding aqueous environment. It
is performed for the quantitative measurements of intermolecular interactions between
ligand-protein, protein-protein, protein-DNA, etc. The quantitative determination of
binding free energy provides information about the process of formation of molecular
complexes at a given temperature and pressure. More importantly, the binding free
energy of a drug candidate to its biomolecular target is extremely useful in drug designing.
It also can estimate the bound states and unbound states between the molecules in a
complex.

We performed the free energy calculation based on all-atom molecular dynamics simu-
lations to study the possibility of methyl adduct transfer from methylated DNA to AGT.
The methyl adduct was at the O6 point of the seventh residue guanine of double-stranded
DNA. This type of methylation at guanine is a damage in DNA and can be the main
cause of cancer. During the DNA replication and transcription, the methyl point fails to
form the hydrogen bond with its pair partner cytosine so that three hydrogen bonds in
the G:C pair is reduced to two hydrogen bonds, and hence, the nucleotide pair transition
occurs, i.e., G:C pair to A:T pair (Kyrtopoulos et al., 1997). This transition transforms
the cell into mutagenic and carcinogenic.

The DNA repair protein AGT is aimed to protect the living cells from methylation
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damage. While AGT plays a crucial role in repairing the DNA damage and protect
the normal cells from tumor development, it can resist the anticancer drugs to interact
with the cancer cells. Given its importance as a drug target for overcoming anticancer
drug resistance to improve chemotherapeutic efficacy, structural models of the AGT-
DNA complex in different functional states of the methyl transfer process are desired for
biophysical insights as well as for the silico screening.

To gain more insights into the DNA repair mechanism, we performed the umbrella
sampling (US) (Torrie & Valleau, 1977; Koirala et al., 2021a) technique to estimate the
free energy change taking the COM distance as a reaction coordinate. The umbrella
sampling is a powerful technique for the computational estimation of free energy of
binding between the molecules. There are many configuration states of binding between
the molecules. If the molecular simulation is performed to cover all these states, it may
take thousands of years to obtain the results because of high energy barriers encounters
in the reaction pathway. To overcome such a problem, certain samples were taken which
were supposed to represent all the energy barriers in phase space that come up during
the interaction.

For the umbrella sampling, a biasing potential has been applied to produce oscillation of
the molecules within a certain displacement. It is modeled by connecting the molecules
with a virtual spring assigning certain force constant. The displacement of spring vir-
tually mimics the oscillation displacement of molecules connecting at its two ends. The
force constant (k) determines the displacement of molecules from their mean position.

The artificial harmonic potential ωi(ξ) that is designed for the oscillation of molecules
with a certain amplitude is calculated from,

ωi(ξ) =
1
2

ki(ξi − ξ
ref
i )

2 (4.5)

where, ξ is the reaction coordinate along the path of reaction progress, and ξi is the
center of reaction coordinate (mean position of harmonic motion) for ith window.

The free energy Ai(ξ) during the translation of molecule has been calculated by using
the relation,

Ai(ξ) = −
1
β

ln Pb
i (ξ) − ωi(ξ) + Fi (4.6)

For the free energy calculation from umbrella sampling, many samples are chosen in
such a way that the distribution of the molecules in a window should be overlapped to the
neighboring windows, which ensures the covering of phase space along the direction of
translation. This method is considered as one of the alternative reliable computational
techniques of a laboratory experiment in the free energy calculation.
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To identify the appropriate value of force constant k for the center to center distance of
molecules, we have propagated short simulation runs taking different values of k for some
representative samples taking fixed value of x0. Comparing patterns of distributions
obtained from such simulations, we have taken the value, k = 1.5 kcal/(mol·Å2) for all
umbrella sampling simulation of both complexes.

In this method, some representative samples were chosen at different COM distances
from AGT by translating DNA (Luzhkov, 2017). We prepared the windows for umbrella
sampling by manually shifting the DNA taking protein as a reference molecule as shown
in Figure 40. Every successive window was prepared by translating the double-stranded
DNA (dsDNA) by 1 Å distance along negative x-direction resulting in a total of
19 windows for both systems: methyl-adduct is at DNA (pre-methyl transfer condition)
and after transferring the adduct to cysteine of AGT (post-methyl transfer condition).

The choice of an appropriate order parameter is important to interpret the results obtained
from the simulation. Given the importance of the proximity of the methyl group from
CYS145, the distance between S of CYS145 and O of GUA7 is a good choice. Since the
CH3 group is either with O or S depending on the pre-or post-transfer, S-C distance for
the complex-I andC-O distance for complex-III could serve as a good reaction parameter,
however, a direct comparison can be difficult since these are different complexes. Once
the methyl group leaves the cavity, which occurs at a relatively short distance, a more
global parameter such as COM distance between the protein and DNA may represent
the complex better. We tracked the S-O distance for each window for the COM distance
and they follow each other quite well. Additionally, since the comparison of the free
energy of the complex is relative to the fully separated state where there is no appreciable
interaction between the protein and DNA, we believe that COM as an order parameter
works reasonably well.
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Figure 40: (a) Direction of DNA translation and representative snapshots of displacement of methylated
DNA from AGT in the complex-I at COM distances of (b) 24.8 Å (c) 30.8 Å (d) 36.8 Å and (e) 42.8 Å.

In the original structure, DNA and AGT lied at COM distance ∼24.8 Å binding at the
minor groove of DNA. Then, the orientation of the complex was chosen such that the
displacement was virtually based on the position of the intercalated ARG128 sidechain
as the flipped GUA7 base and when displaced, they are minimally obstructed by other
residues. The complex was positioned nearly parallel to the ARG128 sidechain and the
flipped base and directly away from AGT. The complex was then re-oriented so that
the direction of the displacement lies along the x-axis for convenience. Further, this
system was employed to build the samples of 19 windows for each of complex-I and
complex-III.

As the base flipping was observed to occur at a rate of k = 350 s−1 (in the order of
millisecond), base flipping and associated conformation transitions upon AGT binding
were not accessible in our simulation times cales. To resolve such complication, we used
starting structure as the pre-catalytic complex which is formed the methylated GUA7
that is taken originally flipped out and approached into the AGT active site. Considering
the reaction between DNA and AGT as SN2 reaction, we did not take this state for the
free energy calculation. Then, another complex was taken for the free energy estimation
in which methyl is transferred to CYS145 of AGT. When methyl adduct is transferred to
CYS145, the repaired DNA undergoes slow dissociation from AGT. It is also observed
that the methylated AGT is bounded to DNA even at the post-methyl transfer condition
and undergoes ubiquitination and degradation. This led us to investigate basically the
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free energy calculation representing above two conditions.

The estimation of free energy can be estimated only when the distribution of molecules
in a neighbouring sample windows overlap. To ensure the sufficient overlapping of
neighboring windows, we plotted the distributions of molecules with respect to the
COM displacement for both complexes. The distributions of molecules are shown
in Figure 41(a) for complex-I and Figure 41(b) for complex-III. They show sufficient
overlapping distribution so that the calculation of free energy was appropriate to be
evaluated. The distributions are shown in different colour patterns.

Figure 41: Plots for distribution of DNA from AGT during the free energy estimation for all 19 windows
of each of complex-I and complex-III, respectively. The distribution ensures the sufficient overlapping of
windows and are suitable for the free energy calculation. (a) distributions in complex-I and (b) distributions
in complex-III
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To ensure the structural stability of each of all the 19 windows in both complexes,
we estimated RMSD of the backbone atoms of each complex without taking hydrogen
atoms. The RMSD plots of each sample are shown in Figure 42. In our simulation,
only a slight increase in RMSD was observed in complex-III (post-transfer) compared
to complex-I (pre-transfer) and the process of conformation changes resulting in the
repaired base release is difficult to obtain in the simulation time scales. Here, the
post-transfer separation of DNA-AGT was studied with the manual translation of DNA
relative to AGT with an increment of 1 Å displacement along the negative x-direction.

Figure 42: RMSD measurements for 19 windows obtained from the umbrella sampling for complex-I
and complex-III. The RMSD measurements are fairly stable, especially for an essential interaction such
as when AGT and DNA were in close contact.

Figure 42 shows the RMSDmeasurements from theMD simulation trajectories obtained
for umbrella sampling. The upper panel (Figures a and b) shows the RMSD measure-
ments for all windows of the systems set for umbrella sampling for the complex-I and
complex-III. The RMSD measurements are fairly stable, especially for an essential in-
teraction such as when AGT and DNA were in close contact (Koirala et al., 2021). We
also extended few simulations up to 20 ns as shown in Figure 42(c,d) and no alteration
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in the measurement data. We, therefore, believe that our free energy calculations from
10 ns simulation trajectories are sufficient for a good sampling.

As COM is a good order parameter for comparing the stability of the protein-DNA
complex, we note that the distance between the sulfur atom of CYS145 and the oxygen
atom of the GUA7 base (S-O distance) can play a significant role as a reaction coordinate.
Figure 43 shows the change in free energy for approaching methylated GUA7 to the
active site (complex-I) as well as for separating demethylated GUA7 from the active site
(complex-III). To compare the free energies of the complexes with GUA7 at the active
site, we aligned the curves when the DNA and AGT were fully separated, at which
point the free energies for both systems should be comparable as the interaction between
DNA and AGT was negligible for the COM distance > 42 Å , after 18th window. As
shown in Figure 43, the change in free energy for the complex-I, between the complexes
and separated states was found to be ∼11.1 kcal/mol and that for the complex-III,
was ∼9.8 kcal/mol. Comparison of the lowest free energy values at ∼26 Å COM
distance, which represents the state in which the GUA7 or 6OG7 lies in the catalytic
cavity, shows that the pre-transfer 6OG7 is more favorable in the cavity compared to
the post-transfer GUA7, providing a free-energy advantage for 6OG7 of ∼1.3 kcal/mol
over GUA7. This may facilitate the dissociation of the GUA7 from the cavity once the
methyl group is transferred to CYS145. Also, the shallower free energy curve beyond
∼28 Å for complex-III indicates easier dislodgement of the post-transfer GUA7. These
observations explain the affinity of 6OG7 over GUA7 in the catalytic cavity, thereby
giving an insight into the base demethylation mechanism of AGT (Koirala et al., 2021).
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Figure 43: Plots for free energy estimation: Change in free energy for complex-I and complex-III taking
COM distance as the reaction coordinates.

We chose 10 ns for each window (total simulation, 10 ns × 19 windows × 2 complexes).
The estimated value may depend on duration of simulations. Long simulation is prefer-
able in most of the cases, however it is not reasonable in some conditions. Therefore,
convergence test for simulations at different time scales. Addressing these inconsistency
of outcomes due to the simulation time scale, we examined the convergence test. For
the convergence test of 10 ns simulations, we repeated the sampling with 20 ns for
complex-I. The result obtained from the 20 ns simulation was not changed significantly
as compared to the 10 ns sampling. This ensures that 10 ns simulations of umbrella
sampling is sufficient to estimate the free energy. A plot comparing the results of 10 ns
versus 20 ns sampling is shown in Figure 44.
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Figure 44: Free energy comparison in 10 ns and 20 ns for complex-I. The free energy change is almost
the same showing convergence of 10 ns simulation run.

We compared our findings with the previously reported results. The difference of
free energy in complex-I and complex-III agree with the outcomes of Hu et al., 2007.
Similarly, our results about the stable binding during the formation of complex have
been agreed with several previous works (Kaina et al., 2007; Rasimas et al., 2003; D. Fu
et al., 2012).

4.9.1 Electrostatics and van der Waals Interactions during the Translation of
DNA

Electrostatics and van der Waals energies were estimated by taking the prepared sample
windows in umbrella sampling. The estimation of such non-bonded energies at different
configuration states could provide valuable information about the possible distance at
which association and dissociation of DNA and AGT. To determine the variation of such
energies; electrostatics, van der Waals energies, and their sum were determined in each
window as shown in Figure 45. Then, the average value of such non-bonded energies
was determined and corresponding standard deviations were also calculated for both
complex-I and complex-III. Then, the corresponding energy was plotted by considering
COM distance as the reaction coordinate.
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Figure 45: Variation of non-bonded interaction energies with the displacement of DNA from AGT;
electrostatic interaction energy (E, red color), van der Waal interaction energy (VDW, orange color), and
total non-bonded energy (E+VDW, green color) calculated by using NAMD energy plugin within VMD:
(a) for complex-I and (b) for complex-III.

During the simulations, in the first few samples, (i.e., COMdistance smaller than 32.8Å),
van der Waals interaction energy has a significant effect in binding the molecules,
however, the interaction was almost negligible when COM distance surpassed 32.8 Å.
Some fluctuations was appeared in the non-bonded energy curve because of the rotation
of DNA. As the COM distance between the molecules increases, DNA has got relatively
free space for the rotation so that the residues in contact were found to be changing.
Notably, ARG128 residue in AGT that originally intercalated at the backbone of DNA
had a significant interaction until the COM separation was about 42.8 Å.

Up to the COM distance of about 32.8 Å, AGT interacts with methylated DNA at a minor
groove. The nucleotides at the minor groove of DNA 6OG7 and THY9 strongly interact
with different residues of the protein like TYR114, SER151, and CYS145. When the
distance was gradually increased from 32.8 Å, they no longer bind tightly and protein
leaves the minor groove of DNA. Hence, the DNA residues which previously interacted
with protein residues got detached and new residues come into contact and plays a crucial
role in enhancing the non-bonded interaction.

The fluctuation in non-bonded energy was found to be greater in complex-III than in
complex-I, which also corroborates the fact that the formation of the molecular complex
is more favorable than of the dissociation. After the COM distance ∼33 Å, van der
Waals interaction tends to zero and electrostatic energy also has a negligibly smaller
value with respect to the original separation of 24.8 Å. Moreover, the contribution of
electrostatic energy has the dominating effect in comparison of such two non-bonded
energy analyses.

The interaction energy due to the electrostatic and van der Waals contributions were
compared for complex-I and complex-III. The overall result shows that the contribution
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of both electrostatics and vdW energies are greater in complex-I than in complex-III as
shown in Table 5 (Koirala et al., 2021). However, the energies are sometimes greater in
complex-III due to the availability of more flexible molecules. In this complex, energy
fluctuations are higher indicating that the system is relatively unstable than complex-
I. The standard deviation (S.D.) at each window shows the relative fluctuation of the
energy.

Table 5: Variation of electrostatics and van der Waals energy in complex-I and complex-III during the
translation of DNA fromAGT. Center of mass (COM) distance is the reaction coordinate. The first column
contains the COM distance for every successive windows, second and third column are the electrostatics
interaction energy in complex-I and complex-III. Fourth and fifth column are the van der waals interaction
energy for corresponding complexes.

COM distance Electrostatics interaction energy (kcal/mol) van der Waals interaction energy (kcal/mol)
(Å ) complex-I complex-III complex-I complex-III
24.8 −506.95 ± 37.53 −511.12 ± 30.55 −107.44 ± 4.91 −103.52 ± 5.85
25.8 −500.59 ± 32.93 −495.50 ± 28.06 −107.45 ± 4.75 −103.37 ± 4.76
26.8 −488.81 ± 40.37 −477.53 ± 31.37 −104.28 ± 4.52 −103.00 ± 5.55
27.8 −501.90 ± 35.24 −486.62 ± 40.26 −100.20 ± 6.37 −94.99 ± 5.26
28.8 −464.67 ± 49.21 −347.27 ± 55.80 −91.33 ± 7.54 −57.04 ± 9.18
29.8 −391.80 ± 47.18 −446.44 ± 37.36 −66.47 ± 9.47 −78.56 ± 10.80
30.8 −293.88 ± 37.58 −272.56 ± 51.40 −57.74 ± 7.51 −42.48 ± 8.98
31.8 −257.34 ± 41.28 −315.21 ± 48.30 −33.89 ± 6.25 −41.16 ± 7.94
32.8 −207.10 ± 32.10 −279.00 ± 46.81 −28.56 ± 4.64 −41.85 ± 15.12
33.8 −241.63 ± 66.50 −210.33 ± 41.74 −20.94 ± 9.76 −20.03 ± 7.15
34.8 −222.33 ± 58.96 −169.00 ± 41.64 −24.22 ± 8.34 −9.97 ± 3.71
35.8 −140.33 ± 57.25 −223.14 ± 58.78 −20.78 ± 6.07 −21.42 ± 8.12
36.8 −158.25 ± 47.67 −233.07 ± 45.16 −12.98 ± 3.92 −27.94 ± 9.05
37.8 −140.55 ± 62.52 −168.93 ± 44.34 −16.64 ± 8.63 −18.95 ± 8.54
38.8 −147.07 ± 52.16 −110.38 ± 49.79 −13.35 ± 6.67 −9.48 ± 4.07
39.8 −80.83 ± 65.98 −195.89 ± 102.72 −9.75 ± 4.06 −14.95 ± 9.54
40.8 −97.54 ± 52.50 −141.00 ± 53.78 −2.78 ± 3.58 −8.31 ± 3.76
41.8 −84.19 ± 72.58 −65.37 ± 39.92 −10.03 ± 5.15 −0.81 ± 1.24
42.8 −37.55 ± 38.31 −90.50 ± 37.40 −6.60 ± 9.32 −3.44 ± 2.54

4.10 Intrahelical Flipping of GUA7 after Methyl Transfer

From the outcomes of umbrella sampling simulations of various samples, we have
determined that DNA and AGT were almost set free from the mutual interaction after
COM distance of 42.8 Å. In this condition, AGT was completely free from binding with
the minor groove of DNA so that GUA7 could rotate freely across the base stack. In
such condition, we examined whether the GUA7 would return within the backbone to
form stable hydrogen bonds with ordinary nucleotide pair partner CYT20 or not. To
study the nucleotide inward flipping mechanism, we have taken the nineteenth window
of complex-III and analyzed the rotation activity of GUA7. The outcomes of MD
simulation show the possibility of returning of flipped out guanine into its original
configuration as shown in Figure 46(a).
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Figure 46: (a)Intrahelical returning of flipped guanine after the methyl adduct removal condition. Five
snapshots are taken from the trajectories at 0.0 ns, 2.5 ns, 5.0 ns, 7.5 ns and 10.0 ns. (b) the hydrogen
bond pattern between GUA7 and CYT20, hydrogen bond formation occurred only after the flipping back
of GUA7 into intrahelical region.

In this molecular structure, GUA7 was originally taken flipping out from the DNA base
stack. The MD simulation was performed for that molecular system taking a COM
distance of 42.8 Å between DNA and AGT for 10 ns. During the simulation, DNA was
observed relatively mobile than the AGT. The flipped guanine, GUA7, was not turned
inward up to 5.0 ns time scale, just after 5 ns, it was attempted to recover into the base
stack, the rotation is clearly recognized at 7.5 ns. Finally, The non-methylated GUA7
was interestingly returned into the backbone of the corresponding strand just before
the completion of 10 ns simulation as shown in the fifth snapshot (Figure 46 (a)). It
concludes that when the guanine is released from the interaction with the protein, flipped
residue tends to recover to its normal structure. We further analyzed the hydrogen bonds
between GUA7 and CYT20 during 10 ns simulation run. To examine the hydrogen
bonds, we have taken the cutoff distance 3.5 Å and the angle 30◦. In the beginning of
the simulation, no hydrogen bond was detected, since these two bases were at distance
almost 19 Å far as shown in region p of Figure 46 (b). After the lapse of time of 6 ns,
hydrogen bonds came into play to connect the nucleotide pairs and finally came into the
contact of all three atoms in the ordinary condition.
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Figure 47(a) shows the distance between two targeted atoms, O6, N1, N2 of GUA7
and N4, O2, N3 of CYT20. The simulation was started at the condition of flipped out
GUA7 so that the distance between these two atoms were about 19 Å apart. Before 5
ns simulation time scale, their distance was not significantly changed showing that there
was no flipping of GUA7 within the base stack as shown in Figure 47(a). The sharp
decrease of distance took place in between 5 ns to 6 ns. This is the event of rotation of
GUA7 to come back into the backbone. This is the very important event for the recovery
of DNA in order to form the ordinary base pairing of GUA7 and CYT20 as occurs in the
ordinary condition. After 6 ns simulation time scale, the distance between O6 and N4 of
corresponding nucleotides was detected almost the constant, which depicts that GUA7
and CYT20 came back to form the normal base pair.This mechanism is also analyzed in
terms of distribution of GUA7 and CYT20 during the 10 ns. This evidence also verifies
the pattern of distance variation at the same instant as shown in Figure 47(b).

Figure 47: Intrahelical flipping analysis (a) distance between GUA7 and CYT20 (b) the distribution of
GUA7 from CYT20, during the returning back of the distribution is significantly varying.

All of the above three different aspects of analysis concludes that the flip in of methyl
repaired nucleotide searches its original conformation. The simulation procedure was
also repeated for complex-I in the identical condition, however GUA7 was not flipped
back into the base stack so that no hydrogen bond was formed even in entire simulation.
This depicts that the flipped out guanine returns back into the backbone after removal of
methyl adduct from the nucleotide base.
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CHAPTER 5

5. CONCLUSIONS AND RECOMMENDATIONS

5.1 Conclusions

The confirmation of the DNA-AGT complex is a novel architecture of the biomolecular
complex. Despite the usual binding of protein at the major groove in DNA, AGT binds
at the minor groove of methylated DNA and serves as the methylation damage repair
agent. The study of such a mechanism paves the way for understanding the complicated
biological mechanism in our body. In this study, we explored the methyl transfer
mechanism in DNA-protein complexes using the computational simulation method and
expect to provide an insight so as to form a baseline for future avenues in the field.

This work was carried out in three basic steps: mechanism of complex formation in
methylated DNA and AGT, intermediate transient state for methyl transfer from DNA
to AGT, and the possible dissociation of methyl-AGT from repaired DNA. These three
steps were studied by estimating several physical parameters like interaction energies,
decoupling forces, contact surface area, the free energy of binding. Before the cal-
culation of such mechanical and thermodynamic parameters, the molecular stability
was examined via several structural parameters including root mean square deviation
(RMSD), root mean square fluctuation (RMSF), contact surface area between DNA and
AGT, etc. Likewise, several interaction methods between the molecules in the molec-
ular complex such as hydrogen bonding, electrostatic and van der Waals contacts were
studied by adopting MD trajectories to deal with these properties in the DNA-protein
complexes. The free energy calculations, maximum possible decoupling force needed
to separate DNA and AGT have been study to examine the thermodynamic properties
of the DNA-AGT complex structure.

In order to study the systematic pathways during the methylation damage repair process
in all three steps mentioned above, two different molecular structures were extracted
from the protein data bank (PDB). Here, one complex contains a non-covalent bonding
structure (PDB ID 1T38) whereas, other complex contains a covalently linked structure
(PDB ID 1T39). The non-covalent structure was comprised of the DNA and AGT
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molecules in which O6 point of guanine in DNA had been methylated and AGT was
undamaged. Likewise, the covalently linked structure comprised methylated guanine at
the O6 point and AGT in which the sidechain of sulfur at active site cysteine (CYS145)
was linked to methyl adduct carbon at O6 point of guanine located at seventh residue
in DNA. Furthermore, the non-covalent complex was modified to generate the third
complex: the molecular complex after the methyl transfer condition. The molecular
complexes for such three conditions were designated as complex-I (pre-methyl transfer
condition or entry of AGT to methylated DNA), complex-II (transient intermediate
state during the methyl transfer process), and complex-III (post-methyl transfer or the
dissociation stage of methyl-AGT from repaired DNA).

The molecular dynamics (MD) simulations were carried out by using NAMD and most
of the outcomes obtained from the simulation were compared between complex-I and
complex-III so as to draw the conclusions for methylation damage repair mechanism. In
the first step, each of the three complexes were subjected to 200 ns molecular dynamics
simulations under NPT condition. Then, RMSD, RMSF, and total energies were evalu-
ated to examine the structural stability of the complexes. In addition to these parameters,
the structural stability was examined by calculating the distance between the main inter-
acting atoms of DNA and AGT. Furthermore, the hydrogen bond consistency of these
two molecules were explored. During the simulations, the RMSD of complex-I was
found to be the most consistent complex indicating the most favorable structure among
the three systems. Besides, the RMSD of complex-II and complex-III were slightly
higher than complex-I, however, they lie under the condition of a stable structure.

The RMSF determined for alpha carbons of amino acid residues in AGT shows that the
amino acids that lie at the interface of DNA are more stable than that of the residues lying
at the remote side of DNA showing the strong binding affinity of interfacial residues
during the complex formation. Moreover, the total energy of the entire systemwas found
to be constant throughout the simulation in each complex. Likewise, the analysis of the
distance between the specific atoms of highly interacting residues was almost constant
which further verifies the stability of the complexes.

Hydrogen bonding analysis reveals that some residue-nucleotide pairs contribute to
having a significant role in the formation of a stable complex. Out of many noticeable
hydrogen bond pairs, TYR114-GUA7(6OG7) and SER151-THY9 had dominating effect
with large hydrogen bond occupancy percentages forming consistent hydrogen bonds
throughout the simulations. These two residue-nucleotide pairs may have a key role in
binding the AGT with DNA at its minor groove. Besides these two pairs, the contribu-
tions of many other residue-nucleotide pairs were significant. As such, electrostatic and
van der Waals interactions were found to have a significant contribution in the complex
formation. The electrostatic and van derWaals interaction energies were estimated quan-
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titatively for complex-I and complex-III and then, compared. The quantitative results
show that electrostatic interaction energy plays a dominant role among these non-bonded
interactions.

The 200 ns simulation run was further studied to investigate the replacement effect
of ARG128 in place of GUA7 considering as the pair partner with CYT20. In this
condition, ARG128 mimics being the nucleotide pair partner to the orphaned CYT20.
The simulation outcomes showed that the NH2 atom of ARG128 forms hydrogen bonds
with N3, N4, and O2 atoms of CYT20, and NH2-N3 atoms formed the most stable pair
partner. Since ARG128 acts as the nucleotide base partner with CYT20, the 6OG7 gets
free from the binding and tends to rotate across the backbone. This in turn facilitates the
GUA7 to be flipped out with an extra-helical scheme.

The MD simulations were further carried out to inspect the necessary conditions for
flipping out of methyl guanine (6OG7) from its base stack. To investigate the flipping
condition, new systemswere generated by only picking up theDNA system and removing
the AGT from the complex. These two systems contain a non-methyl guanine system
(system-I) and amethyl guanine system (system-II). Each systemwas subjected to theMD
simulations for 100 ns under the NPT condition and the formation of hydrogen bonds
between nucleotide partners CYT20-6OG7 (methyl guanine condition) and CYT20-
GUA7 (non-methyl guanine condition) were examined. The outputs from hydrogen
bond analysis clearly demonstrated the breaking of the ordinary hydrogen bond between
N4 and O6 and the formation of newN4-N1 andN3-N2 hydrogen bond pairs by rejecting
the O2 from CYT20 in case of methyl guanine condition. However, all three possible
hydrogen bonds were detected in the case of non-methyl guanine pair with CYT20. This
bond-breaking due to the presence of methyl adduct at the O6 point of guanine causes
nucleotide base transition, G:C to A:T, during DNA replication and transcription.

Considering the contact surface area as a parameter in examining the stability of a
complex, variation of the contact area of DNA and AGT was determined during the
pulling of AGT from DNA. In such investigation, AGT was translated along positive
x-direction. At the beginning of the simulation, both the systems had almost equal
contact surface area. The contact area started to decrease gradually in both systems
right after the beginning of the simulation, but the rate was higher in system-II than that
of system-I. There was a down jump of surface area owing to the decoupling of some
residue-nucleotide pairs. A relatively large gap was detected in system-II because of
the breaking of hydrogen bonds in THR95-THY23 pairs, which was not been broken in
system-I.

To investigate the decoupling mechanism between DNA and AGT, steered molecular
dynamics (SMD) with constant velocity pulling was applied. Five identical runs were
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propagated in each system and averaged over them. The maximum average decoupling
force estimated from the SMD run shows that ∼900 pN is required to decouple the
molecules in system-I and ∼750 pN is required for system-II, concluding the fact that
there is a greater binding affinity in the pre-methyl transfer system than in the post-methyl
system. In both systems, the major binding region of AGT is the minor groove of DNA.

The estimation of free energy in complex-I and complex-III is the measure of the
binding affinity of the molecules in the corresponding complexes. On the other hand,
this physical parameter estimates the possibility of methyl transfer from DNA to AGT.
Umbrella sampling technique was utilized thereby forming 19 different samples for
both complexes by displacing DNA along negative x-direction having a sample width of
1 Å for each successive window. The similar short time simulation runs were carried out
at different values of k taking the center of the mass (COM) distance being the reaction
coordinates. The reaction coordinates were chosen in such a way that the distributions
of molecules were sufficiently overlapped with the neighboring windows to ensure the
representation of phase space along the translating direction.

The free energy curves obtained for complex-I and complex-III show that free energy
change is greater in pre-methyl transfer condition (i.e., 11.1 kcal/mol) than in post-
methyl transfer condition (i.e., 9.8 kcal/mol) with a net ∼1.3 kcal/mol difference in the
mutual difference of two systems. In addition to free energy estimation, RMSD for each
window were determined which further verified the stability of both complexes during
the simulation.

Finally, the extra-helical flipping of GUA7 was analyzed to examine if the complex
returns back into the backbone after the completion of the methyl transfer process. For
this experiment, the molecular complex was set up such that the center of mass (COM)
distance between DNA and AGT is 42.8 Å. Since AGT is beyond the interacting region,
the extra-helical GUA7 is observed to be flexible and thus, can be easily rotated across
the base stack. At the end of the 10 ns NPT simulation run, this nucleotide was observed
to be turning back into the backbone and formed a hydrogen bond with its nucleotide
pair partner CYT20. Our findings regarding the structural stability, decoupling force and
free energy estimation were compared with the previously reported results. We found
that our findings have the close agreement with these results.

5.2 Recommendations

This work paves the several pathways for the future works. Most importantly, we have
designed force fields for modified structures in DNA and protein as well, which can be
applied to new research work in the related fields. Newly designed force fields could
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be useful for DNA alkylation condition and alkyl damage transfer process. Further, The
force field designed for the covalent linkage in DNA-AGT complex provides the new
perspective in the study of covalent binding between DNA and protein.

The investigation on methyl transfer mechanism can contribute in drug designing against
cancer. The result of this work suggests that the methyl transfer mechanism is possible
from DNA to AGT. The study on these DNA damage would be really support for the
experiment examinations. Moreover, the work can be extended for the ethyl damage
reversal. Further, the work can be extended to investigate several other damages in DNA
caused by interstrand nucleotide mismatching, nucleotide deletion etc.

The complex-II is the intermediate state of methyl transfer mechanism. It is transient
state which can remain very short time in the order of 100 ns and difficult to realize in
practice. We assumed the sp3 hybridization mechanism during the reaction of methy-
lated DNA and AGT. This mechanism can be a method of investigation of reaction
mechanism. In addition, the reaction can be the nucleophilic reaction likely proceeds
via SN2 mechanism and a regular covalent link may not be sufficient to study the re-
action mechanism of transition state. To study the SN2 mechanism is a challenging
task, since pentavalent carbons should be realized and needed to parameterize. For
this, we should involve a transient -S-CH3-O- bonding with CH3 in a planar geometry.
However, it is a much bigger undertaking of analyzing the accurate transition state, with
the force field parameterization of pentacoordinate carbon and we believe that our use
of a more relatively straightforward parameters for regular covalent -S-CH2-O- link is
a close representation for our purpose as most of the work with the energy comparison
is made only for the pre- and post- transfer processes. Realization of SN2 reaction
and parameterization of pentacarbon cordinates can be an important extension of this
research work.

The molecular dynamics study of biomolecules is an emerging field of research in
physics, chemistry and biology as well. However, there are several limitations regarding
on this field. First of all, it is the theoretical work which should be carried out in wet
laboratory to validate the result. Specifically, in this work, the interaction between DNA
and protein is a challenging task in both molecular dynamics study and lab experiment.
The outputs of MD simulations merely depend on the input information that we supplied
to the software program. Force fields that designed for entire biomolecular system may
shift from the actual result. The lab experiment is expensive and complicated. Moreover,
the limitations of the programmings and system setup inherent in the output, so multiple
simulations are required to confirm the validity of the result.
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CHAPTER 6

6. SUMMARY

6.1 Summary

We have studied the molecular interaction between DNA and AGT (a DNA repair
protein). The DNA comprises the methylation damage at O6-point of guanine base.
Such type of methyl induced damage in DNA base is ubiquitous in cell nucleus and
can be a major cause of cancer. O6-alkylguanine-DNA alkyl transferase (AGT) is
considered as an important candidate for methylation damage reversal in DNA at O6
point of guanine base. Indeed, the atomic-level investigations in the interface region of
the AGT and methylated DNA (mDNA) complex can provide an in-depth understanding
of the binding mechanism between these molecules. This allows to evaluate the silico-
drug nature of AGT and is useful in removing the methylation damage in DNA. Thus,
our study encompasses the process of recognition, complex formation, and possible
deformation of AGT and DNA after methyl repair.

We have performed the molecular dynamics (MD) simulations to investigate the molec-
ular binding mechanism in three complexes: complex of mDNA and AGT, during the
covalent linkage condition and the complex after methyl transfer from DNA to AGT. We
performed theMD simulations utilizing the NAMD package. For this, we prepared three
basic complexes representing the pre-methyl transfer condition (complex-I), intermedi-
ate transient state during the covalent bonding between DNA and AGT (complex-II)
and post-methyl transfer condition (complex-III). All of three complexes are the mod-
ified structures. Therefore, we have designed required force fields (i.e., topology and
parameters) for the modified structures.

We have investigated the key nucleotide-residue pairs in DNA and AGT at the interface
region and examine the binding affinity of the molecules with various aspects. We
have studied in detail the structural stability and major interfacial interactions, contact
surface area, free energy changes and decoupling force of each complex. The structural
stability test reveals that complex-I is the most stable. The total energy and hydrogen
bond analysis for molecular stability also shows the favourable binding between DNA
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and AGT in all complexes. Similarly, two basic regions of binding between DNA and
AGT in which minor groove binding is most strong. Moreover, greater decoupling force
in complex-I than that of complex-III, calculated from pulling AGT from methylated
DNA, in turn estimates the maximum binding affinity in complex-I. The investigation on
free energy changes reveals that the methyl transfer mechanism is possible from DNA
to AGT. This mechanism is further verified by examining other physical parameters like
rupture force calculation, contact area calculation etc.

All the outcomes from the simulations of three complexes are compared and thereby
drawn the conclusions. In overall comparison complex-I represents the complex forma-
tion and complex-III represents the complex dissociation. We investigated the structural
stability of intermediate state (complex-II). We believe that the use of parameters for the
amino acid and nucleotide modifications and for the protein-DNA covalent bond will
allow investigations of the DNA repair mechanism as well as the exploration of cancer
therapeutics targeting the AGT-DNA complexes at various functional states as well as
explorations via stabilization of the complex.
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ABSTRACT
Molecular dynamics simulations have been performed to study the transport properties of the dilute solution of cysteine in water at different
temperatures. Structural analysis of the system has been carried out using radial distribution functions between different atoms of the solvent
and solute. The self-diffusion coefficients of the solute and solvent are estimated from the slope of the mean square displacement vs the time
plot using Einstein’s equation and their binary diffusion coefficients from Darken’s relation. The temperature dependency of diffusion is
demonstrated via Arrhenius plots. We have further extended our work to study the effects of the system size on diffusion and to calculate
the viscosity coefficients of both the solvent and solution. The calculated values are in close agreement with the previously reported results
available in literature.
© 2020 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license
(http://creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/1.5132777., s

INTRODUCTION

Cysteine, a non-essential amino acid, contains a sulfur atom
in its side chain (CH2–S–H). The covalent link between the cys-
teine molecules is of two types: ordinary peptide bond (CO–NH)
and disulfide bond (R–S–S–R′). Although methionine, an amino
acid, also contains a sulfur atom in its side chain, it does not form
a disulfide bond, neither by itself nor with any other molecules.
Thus, cysteine possesses identical behavior in the formation of a
covalent link during polypeptide chain synthesis. The disulfide bond
plays a significant role in protein folding, stability, and functional
variation.1,2

Cysteine is a white crystalline solid having a molar mass of
121.15 g/mol and a melting point of 513 K. Its solubility in water is
16 g per 100 ml at 288 K. However, cysteine exhibits a hydrophobic
nature, due to which it generally resides in the interior of proteins.
Cysteine is essential for the synthesis of highly anti-oxidative glu-
tathione, which is important in the detoxification and protection of
various tissues and organs in the body. Furthermore, cysteine con-
tributes to the absorption of nutrients from the intestinal wall and
in the metabolism of lipids. It enhances fertility and strengthens the

immune system, thus aiding prevention of dementia, multiple scle-
rosis, and Parkinson’s disease.3 It is also recognized as an anti-aging
amino acid. All these functions place cysteine in a special position
that cannot be substituted by any other amino acid.4

The cysteine molecule as a residue in the protein chain plays
a crucial role in the DNA–protein interaction. In the DNA methy-
lation repair mechanism, cysteine works in the suicidal reaction in
methyl-transfer from methyl-DNA to cysteine itself.5 Cysteine not
only plays a role in biomolecular interactions, but also acts as the
catalytic agent in the electroreduction process of metals such as bis-
muth and gold in the appropriate solvents.6 Therefore, the study of
the mechanical properties of cysteine is necessary in biological and
material sciences.

The term transport phenomenon means the process by which
the mass, linear momentum, angular momentum, energy, and
charge are transferred from one part of the system to another
due to non-uniformity or inhomogeneity of the system. Diffu-
sion, an important transport property, is the phenomenon in which
mass is transferred as a result of random molecular motion. Var-
ious experimental techniques such as the peak-height method,7
nuclear magnetic resonance (NMR), and molecular dynamics (MD)
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simulations8 have been performed to study the diffusion phe-
nomenon of amino acids in water. These studies were mainly con-
cerned about the effect of concentration, polarity, and temperature
on the diffusion of amino acids.

Based on the consideration of chemical parallel of its sulfhydryl
(R–S–H) and hydroxyl (O–H) groups in the side chain of other polar
amino acids, the cysteine molecule appears due to the hydrophilic
nature; however, free cysteine molecules are found in the hydropho-
bic region of proteins.9,10 Since the cysteine side chain is hydropho-
bic in nature, it tends to enhance the diffusion in water. However,
the sulfur atom at the cysteine side chain tends to reduce the diffu-
sion, as it has a relatively higher atomic mass than basic elements
in organic compounds, such as carbon, nitrogen, and oxygen.11–13
The study of the effect of the hydrophobic interaction for rela-
tively heavy molecule on the diffusion coefficient would be exciting.
Importantly, the thiol –SH site of the cysteine residue in antibodies
is functionally active in the interaction with metals such as gold and
in bio-sensing. The cysteine molecule, after breakage of the disulfide
bond in the peptide chain, plays a very important role in function-
alizing the gold surface and immobilizing the antibody. Although
gold is an inert metal, it can be made chemically active by interact-
ing with a peptide sequence, basically interacting with sulfur avail-
able in the thiol group –SH of the cysteine residue.14 Moreover, as
the cysteine in combination with tryptophan can act as the strong
link to bind refractory bio-receptors, it has wide applications in
bio-sensing.15

Since amino acids are the building blocks of protein molecules,
they have many similarities with more complex biomolecules such
as antibiotics. Antibiotics are widely used in medicines and nutri-
ents.16 Therefore, the measurement of diffusivity of amino acids is
important in designing the drugs. Moreover, its efficiency of move-
ment in solution can be quantitatively measured by determining the
coefficient of viscosity in aqueous solutions.

Thus, a comprehensive study of the diffusion process and
viscous property of amino acid molecule in water is essential to
understand life processes and the physical mechanism of inorganic
compounds. Many researchers have already studied the mechanical
properties of some amino acids.6,17 To the best of our knowledge,
the diffusion coefficient and coefficient of viscosity of the cysteine
molecule in water using MD simulation has not yet been studied.
Therefore, we intend to study these properties of cysteine.

DIFFUSION
Diffusion is a dynamic property of matter in which its particles

are transported from the higher concentration region to the lower
concentration region. It occurs due to the concentration inhomo-
geneity and thermal agitation of particles.18 Diffusion plays many
important roles in non-living substances as well as in living organ-
isms. The diffusion in a homogeneous system having no chemi-
cal concentration gradient is called self-diffusion, and the corre-
sponding diffusion coefficient is termed self-diffusion coefficient.19
Einstein’s equation is used to calculate the self-diffusion coeffi-
cients, which relates the diffusion coefficient with the mean square
displacement (MSD) of the particles,20,21

D = lim
t→∞
�[r(t) − r(0)]2�

6t
. (1)

In Eq. (1), r(t) − r(0) is the displacement of the particle from the ref-
erence point during the course of time t, [r(t) − r(0)]2 is the square of
displacement, and ��� represents the ensemble average, and hence,�[r(t) − r(0)]2� gives the MSD of the particle.

Binary diffusion is the diffusion of particles in the mixture of
two different substances. It is the quantitatively measured diffusion
coefficient using Darken’s relation22

D12 = N2D1 +N1D2. (2)

In Eq. (2), D12 is the binary diffusion coefficient, D1 and D2 are the
self-diffusion coefficients of substances 1 and 2, respectively, and N1
and N2 are the corresponding mole fractions.

In order to estimate the diffusion coefficients, simulations are
carried out using periodic boundary conditions (PBC). Under PBC,
the diffusion strongly depends on the size of the simulation box
as suggested by Yeh and Hummer23 due to the long range nature
of hydrodynamics interaction. The effect of the system size on the
diffusion coefficient (DPBC) under periodic boundary conditions is
accounted for by23–25

D0 = DPBC +
2.84 kBT
6πηL ,

where D0 is the system-size independent value of the diffusion coef-
ficient, DPBC is the simulated value of the diffusion coefficient in the
cubic box of size L under periodic boundary conditions (PBC), kB is
the Boltzmann constant, T is the absolute temperature of the system,
and η is the shear viscosity of the solvent,

or, DPBC = D0 − 2.84 kBT
6πηL . (3)

From the intercept and slope of Eq. (3), the values of D0 and η are
estimated.

COMPUTATIONAL DETAILS
Molecular dynamics simulations were performed for the sys-

tem of 3 cysteine and 1039 water molecules in a cubic box of size
3.17 nm at five different temperatures; 288 K, 293 K, 303 K, 313 K,
and 323 K. The Extended Simple Point Charge (SPC/E) water model
and Optimized Potentials for Liquid Simulations-All Atom (OPLS-
AA) force field parameters were used in the simulations. All the
bonded and non-bonded interaction parameters are assigned in the
OPLS-AA force field by default, and the parameters for SPC/E26

water model are included in the file spce.itp inherent to GROMACS
5.1.1.27 In addition, the same atom possesses different partial charges
based on the group of attachment. The Coulomb interaction occurs
due to the partial charge existing in the atoms/molecules. Likewise,
the van derWaal’s interaction occurs as a result of the induced dipole
interaction.

The coordinates assigned for the molecules in the .pdb file
may not be the equilibrium structures, rather they are initial guess
from the electron probability density map produced by x-ray diffrac-
tion (XRD) or nuclear magnetic resonance (NMR). In addition,
molecules may have been under steric hindrance, which may pro-
duce unnecessary strain in the system. In order to remove the
effects and to bring the system at the minimum potential energy
state, the energy minimization process was carried out using the
Steepest-descent algorithm.27
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After energy minimization, the system is ready to study the
dynamic properties. However, the dynamical properties, such as
diffusion and viscosity, usually vary with the parameters such as
temperature, pressure, and density.28 Therefore, before starting the
production run, these aforementioned parameters should be kept
constant during simulation, and the system under study is to be
brought in the state of thermodynamic equilibrium, which is known
as equilibration of the system. To bring the system to the state of
thermodynamic equilibrium, we performed the equilibration run
for each system in NPT ensemble. The velocity rescaling thermo-
stat with a temperature coupling time of 0.01 ps and the Berendsen
barostat with a coupling time of 0.8 ps were used during each sim-
ulation.27 The isothermal compressibility of 4.6 × 10−5 bar−1 was
taken. The Linear Constraint Solver (LINCS) constraint algorithm
was applied to convert all bonds into constraints during the equi-
libration run.27 The cutoff distance of 1 nm was taken for both
Coulomb and Lennard-Jones (LJ) interactions, and the long range
Coulomb interaction was accounted for using the PME (Particle-
mesh Ewald) method with a Fourier spacing of 0.12 nm. To start
up the equilibration run, the velocity of the molecules should be
assigned. Maxwell–Boltzmann distribution was used to generate the
initial velocities for the particles in the system. To obtain new posi-
tions and velocities of the particles after each time step, the leapfrog
algorithm27 was chosen. Each equilibration run was performed for
50 ns with a 1 fs time step.

Consequently, the production run of each system was per-
formed to calculate the transport properties of the system in the
NVT ensemble for 50 ns with a time step of 1 fs taking velocity-
rescaling thermostat with a coupling time of 0.01 ps. Furthermore,
it is not required to generate the initial velocities in the NVT run
as the simulation continues with the velocities generated in the
equilibration run.

RESULTS AND DISCUSSION
In this section, we present structural analysis and transport

properties of the system at different temperatures.

STRUCTURE OF THE SYSTEM
The radial distribution functions (RDF) between the pair of

atoms are used to analyze the structural properties of the system.
For this, we have plotted the RDF between oxygen atoms of water
molecules [gOW–OW(r)] and carboxyl oxygen of cysteine and oxygen
of water [gOC–OW(r)] at five different temperatures.

Figure 1 shows the RDF between oxygen atoms of water
molecules at the following temperatures: 288 K, 293 K, 303 K, 313 K,
and 323 K.

The values of the excluded region (ER), first peak position
(FPP), first peak value (FPV), second peak position (SPP), second
peak value (SPV), third peak position (TPP), and third peak value
(TPV) of RDF gOW–OW(r) are presented in Table I.

In Fig. 1, there are three distinct peaks. The first peak, which
is located at the separation of about 0.27 nm from centered atom’s
position, is the highest and sharpest. This implies that, at this posi-
tion, the maximum number of oxygen atoms is clustered from the
reference oxygen atom. In other words, the probability of finding
oxygen atoms at the first peak position is the highest. This is the

FIG. 1. RDF plot of oxygen–oxygen of water molecules, gOW–OW(r), at different
temperatures.

most preferable position or minimum energy position from the cen-
tered atom. The value of the Lennard-Jones parameter σ of oxygen in
water is 0.3166 nm and the van derWaal’s radius is (2 1

6 σ) ≈ 0.36 nm.
However, the FPP in our system is 0.27 nm less than 0.36 nm. This
reveals the fact that there is not only the LJ interaction between oxy-
gen atoms of water, but also other interactions such as Coulomb and
bonded interactions are present.

The second and third peaks are relatively shorter and wider,
which are located approximately at positions 0.45 nm and 0.68 nm,
respectively. The excluded region, in which RDF is zero, has
extended up to 0.24 nm from the center of the reference oxygen
atom. Any other oxygen atom cannot exist within the excluded
region due to strong repulsive forces, namely, the r−12 term of the
LJ interaction and repulsive Coulomb interactions.29 We have also
studied the effect of temperature on RDF. With the increase in tem-
perature, the peak positions are shifted to right, heights of the peaks
are decreased, and widths are increased (see Table I). This reflects
that our system has become less organized with the increase in tem-
perature. The increase in thermal agitation of atoms in the system
with rising temperature accounts for this fact. Furthermore, beyond
the third peak graph is the straight line possessing the unit value on

TABLE I. Details of RDF of oxygen–oxygen atoms of water molecules at different
temperatures.

RDF analysis of OW–OW atoms

T ER FPP SPP TPP
(K) (nm) (nm) FPV (nm) SPV (nm) TPV

288 0.240 0.274 3.230 0.450 1.140 0.682 1.049
293 0.240 0.274 3.175 0.450 1.129 0.680 1.048
303 0.240 0.274 3.077 0.450 1.110 0.686 1.043
313 0.240 0.276 3.000 0.450 1.096 0.690 1.041
323 0.240 0.276 2.945 0.450 1.091 0.686 1.037
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FIG. 2. RDF plot of carbonyl oxygen of cysteine and oxygen of water, gOC–OW(r),
at different temperatures.

average. This indicates that there is no pair correlation of the oxygen
atoms.

The RDF gOC–OW(r) gives the insight into how the carbonyl
oxygen atoms of cysteine are organized around the oxygen atom
of water. Figure 2 represents the RDF gOC–OW(r) at the above-
mentioned temperatures. From the figure, it is clearly seen that the
RDF has two noticeable peaks. The values of ER, FPP, FPV, SPP, and
SPV are tabulated in Table II.

The first peak, which is located at the separation of about
0.33 nm from the position of the reference oxygen atom of water,
is the highest and sharpest. This implies that, at this position,
maximum number of carbonyl oxygen atoms of cysteine clustered
from the reference oxygen atom. Therefore, this is the most pre-
ferred position of carbonyl oxygen atoms to cluster around the
oxygen atom of water. The second peak is relatively shorter and
wider, which is located approximately at the position of 0.58 nm.
The excluded region extends up to 0.24 nm from the center of
the reference oxygen atom. It is not possible to find any car-
bonyl oxygen within the excluded region due to strong repul-
sive forces. Beyond the second peak, there is no pair correla-
tion of carbonyl oxygen atoms and the reference oxygen atom of
water.

TABLE II. Details of RDF of carbonyl oxygen of cysteine and oxygen of water at
different temperatures.

RDF analysis of OC–OW atoms

T (K) ER (nm) FPP (nm) FPV SPP (nm) SPV

288 0.240 0.336 1.125 0.584 1.018
293 0.242 0.338 1.094 0.590 1.020
303 0.242 0.336 1.185 0.578 1.031
313 0.242 0.336 1.092 0.580 1.026
323 0.242 0.336 0.985 0.586 1.003

FIG. 3. MSD vs time plot of cysteine at different temperatures.

DIFFUSION COEFFICIENTS
The self-diffusion coefficients of cysteine and water have been

calculated for five different temperatures by using the corresponding
MSD curves. We have determined the self-diffusion coefficient from
the slope of the MSD plot according to Einstein’s equation (1).

We have plotted the MSD curves for 3 ns for all tempera-
tures, even though the production run was done for 50 ns as statis-
tics is better at the beginning than the ending region of the plot.
Figures 3 and 4 show the MSD vs time plot for cysteine and water
at 288 K, 293 K, 303 K, 313 K, and 323 K temperatures. The
study has shown that as the temperature increases, the slope of
the MSD curves also increases, which in turn increases the self-
diffusion coefficient. The estimated values of self-diffusion coeffi-
cients of cysteine and water and their binary diffusion coefficients
are presented in Table III with previously reported experimen-
tal values. Table III demonstrates that the simulated values of the

FIG. 4. MSD vs time plot of water at different temperatures.
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TABLE III. Estimated values of self and binary diffusion coefficients at different temperatures.

Diffusion coefficients (DPBC) (10−10 m2 s−1)

Self

For cysteine For water Binary

S.No. Temp. (K) MSD MSD Expt.30 Error (%) Cal. Expt.7 Error (%)

1 288 8.17 ± 1.10 19.63 ± 0.01 17.66 11.16 8.20 7.90 3.80

2 293 9.01 ± 0.27 22.12 ± 0.14 20.25 9.23 9.05 . . . . . .

3 303 10.81 ± 0.41 27.38 ± 0.03 25.97 5.43 10.86 . . . . . .

4 313 13.78 ± 2.79 32.95 ± 0.20 32.22 2.26 13.84 . . . . . .

5 323 16.29 ± 0.51 40.19 ± 0.05 39.83 0.90 16.36 . . . . . .

self-diffusion coefficients are in agreement with that of experimen-
tal values within 12% error. The error in the experimental values
of self-diffusion coefficient of water, as reported by Holz,30 is less
than 1%.

The self-diffusion coefficients of cysteine and water at partic-
ular temperatures obtained in the previous sections are now used
for the calculation of binary diffusion coefficients by using Darken’s
relation (2). We have simulated three cysteine molecules and 1039
water molecules, 1042 molecules in total. Thus, the mole fraction
of cysteine is 0.003 and that of water is 0.997. The calculated values
of binary diffusion coefficients and the corresponding experimen-
tal values are shown in Table III. The calculated value of the binary
diffusion coefficient agrees within 4%7 with the experimental value
at 288 K. In addition, the calculated values of diffusion coefficients
increase with the increase in temperature because the thermal energy
of molecules increases with the increase in temperature but the den-
sity of the system decreases, which in turn increases the available
space for diffusion. Thus, the molecular movement in the system
is enhanced, and hence, the diffusion coefficient increases at higher
temperatures.

Temperature dependency of diffusion
As observed in Table III, the diffusion phenomenon is strongly

dependent on temperature. The temperature dependent behavior of
diffusion is given by the Arrhenius equation29

D = D0 e
−Ea

NAkBT . (4)

In Eq. (4), D is the diffusion coefficient, D0 represents the pre-
exponential factor, Ea is the activation energy for diffusion, NA is
the Avogadro’s number whose value is 6.022 × 1023 mol−1, kB is the
Boltzmann’s constant whose value is 1.38 × 10−23 J K−1, and T is
the absolute temperature. On taking natural logarithm in Eq. (4),
we get

lnD = lnD0 − Ea
NAkBT

. (5)

The activation energy Ea for diffusion can be obtained from the slope
of lnD vs 1

T plot (Arrhenius plot) as

Ea = −NA kB
@ lnD
@(1�T) . (6)

The intercept when extrapolated to the 1/T → 0 in the Arrhenius
plot gives the pre-exponential factor.

Figure 5 depicts the Arrhenius plot of the simulated values of
self-diffusion of cysteine. The activation energy for self-diffusion of
cysteine calculated using the slope of the linear fit of simulated values
is found to be 15.49 kJ mol−1.

Figure 6 portrays the Arrhenius plot of both the simulated
and experimental values of self-diffusion of water. The activation
energies for self-diffusion of water calculated using the correspond-
ing slope of the linear fit of simulated values and experimen-
tal values are found to be 15.67 kJ mol−1 and 17.88 kJ mol−1,
respectively.

Figure 7 displays the Arrhenius plot of simulated values of
binary diffusion of cysteine in water. The activation energy for
binary diffusion of cysteine in water calculated using the slope of
the linear fit of simulated values is found to be 15.50 kJ mol−1.

FIG. 5. Arrhenius diagram for self-diffusion coefficients of cysteine.
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FIG. 6. Arrhenius diagram for self-diffusion coefficients of water

FIG. 7. Arrhenius diagram for binary diffusion coefficients of the binary mixture of
cysteine and water.

Figures 5–7 demonstrate the temperature dependency of diffu-
sion. From these plots, it is seen that the diffusion coefficients are
found to increase with temperature. We have calculated the activa-
tion energies for diffusion of cysteine, water, and their binary mix-
ture by using the slopes of the respective Arrhenius plots, which are
tabulated in Table IV.

From Table IV, it is observed that the activation energies for
self-diffusion of cysteine and for the binary diffusion of cysteine

TABLE IV. Activation energies for diffusion.

Activation energy (Ea) (kJ mol−1)

System Simulated Experimental Error (%)

Cysteine 15.49
Water 15.67 17.8830 12.36
Binary mixture 15.50

TABLE V. Estimated values of diffusion coefficients for different sizes (L) of systems
at 288 K.

Diffusion coefficients (DPBC) (10−10 m2 s−1)

Self

For cysteine For water Binary

L (nm) MSD MSD Expt. Calculated Expt. Error (%)

2.76 8.08 19.36 17.6630 8.11 7.907 2.7
3.17 8.17 19.63 8.20 3.8
3.75 8.47 20.21 8.50 7.6

in water are almost same. This implies that the concentration of
cysteine in the system is infinitesimal. Furthermore, the activa-
tion energy calculated for simulated and experimental values of
self-diffusion of water is in agreement with the error of 13%.

Effect of system size on diffusion
Moreover, the diffusion coefficient under periodic boundary

conditions (PBC) also depends on the size of the system.23 In the
above calculation, the diffusion coefficient has been calculated at dif-
ferent temperatures under periodic boundary conditions. Now, the
simulation was extended to find how the diffusion coefficients vary
by changing the size of the box. For this, other two systems were set
up: (i) 2 cysteine in 693 water molecules in the box of size 2.76 nm
and (ii) 5 cysteine in 1732 water molecules in the box of size 3.75 nm.
The estimated values of diffusion coefficients under periodic bound-
ary conditions with simulation boxes of different sizes are tabulated
in Table V.

In addition, the values of the viscosity coefficient of water and
the solution of cysteine in water were determined at 288 K. They
were calculated by plottingDPBC vs 1/L in accordance with Eq. (3) as
in Figs. 8 and 9. The estimated values of the viscosity coefficient of
water at targeted temperature are in agreement with the experimen-
tal value within 38%. This error might be the nature of the water

FIG. 8. D0 vs (1/L) plot for water at 288 K.
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FIG. 9. D0 vs (1/L) plot for solution of cysteine in water at 288 K.

TABLE VI. System-size independent value of the diffusion coefficient (D0) and
viscosity coefficient (η) for water and solution at 288 K.

D0 (10−10 m2 s−1) η (10−4 Nm−2 s)

System Cal. Expt. Error (%) Cal. Expt. Error (%)

Water 22.39 17.6630 26.8 7.10 11.37 37.6
Solution 9.59 7.907 21.4 14.57

model SPC/E used for solvation, which underestimates the value of
viscosity.31 The viscosity coefficient of solution is found to be greater
than that of water as presented in Table VI.

CONCLUSIONS
In this work, we have performed the molecular dynamics study

of transport properties of cysteine in SPC/E water molecules at
288 K, 293 K, 303 K, 313 K, and 323 K temperatures using the
GROMACS 5.1.1 software package. We used OPLS-AA force field
parameters throughout the simulation. The structures of the solute
and solvent of the system are studied via radial distribution func-
tions between atoms. The analysis of the RDF plots at different
temperatures reveals that the system becomes less organized with
the increase in temperature.Moreover, Lennard-Jones andCoulomb
interactions, including many body effects, contribute to the struc-
tural properties of the system.

The self-diffusion coefficients of both cysteine and water are
determined by using the Einstein’s equation. In addition, the dif-
fusion of the binary mixture of cysteine and water is calculated by
using Darken’s relation. The simulated values obtained are com-
pared with the corresponding experimental values. The simulated
values of self-diffusion coefficients of water show excellent agree-
ments with experimental values, especially at higher temperatures
andwith a small deviation (∼11%) at low temperatures (288 K). Like-
wise, the simulated values of the binary diffusion coefficient of cys-
teine in water were compared with the available experimental values
at 288 K. This comparison shows very little deviation of about 8%.

Furthermore, the estimated values of diffusion coefficients increase
with the increase in temperature, which follows the Arrhenius plots.
We also estimate the activation energies of diffusion. We have com-
pared the calculated value of activation energy for self-diffusion of
water with the experimental value, which is in agreement with the
error of 13%. In addition, we have studied the effect of the system
size on diffusion, and the viscosity coefficients of both water and
solution are estimated at 288 K.

As the further extension of this work, we have a plan to study
the transport properties of polycysteine in aqueous medium.
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Abstract
SARS-CoV-2 virus is the serious health concern throughout theworld. A comprehensive investigation
of binding of SARS-CoV-2 active site with host receptor protein hACE2 is important in designing
effective drugs. In the present work, themajor amino acid binding partners between the virus CTD
and host receptor have been studied and are comparedwith SARS-CoVRBDbindingwith hACE2.
Our investigation show that some unique hydrogen bond pairs whichwere not reported in previous
work. Alongwith hydrogen bonding, salt-bridges, hydrophobic interactions and contributions of
electrostatic and van derWaals contacts play significant role in bindingmechanism. The binding
affinity of SARS-CoV-2CTD/hACE2 is greater than SARS-CoVRBD/hACE2. This outcome is also
verified from the free energy estimation by using umbrella sampling.

1. Introduction

Corona virus disease (COVID-19) pandemic, caused by severe acute respiratory syndrome (SARS)-like corona
virus (SARS-CoV-2), is a serious health concern for the global community [1–4]. Although the origin of the virus
is still unclear, it has been spread all over theworld threatening the human civilizations after its initial outbreak
fromChina in 2019. Till date,more than 52millions infected population has been reported globally andmore
than 12 hundred thousands people have lost their lives [5]. There is no approved drug or vaccine against the
COVID-19, even though several antiviral drugs have been proposed and are also in clinical trials [6].
Understandingmore about interactions of this viruswith human body is highly demanding at this pandamic
time to design drugs. SARS-CoV and other viruses had also threatened the human society at different periods;
however the influence of SARS-CoV-2 is significantly higher than other viruses throughout the globe.

SARS-CoV-2 hasmore than 70 percent of structural similaritywith SARS-CoV;most of the residues at binding
interface are similar [7, 8]. SARS-CoV-2 similarwith SARS-CoVandother corona viruses utilize samehuman
angiotensin converting enzyme2 (hACE2) receptor to enter into human cell. This entry process ismediated by the
spike(s) glycoproteinwhich are embedded in the capsid of SARS-CoV-2 [9]. The spike protein is subdivided into
two receptor binding entities S1 andS2. S1 is responsible in the detection of receptor,whereas S2plays important
role inmembrane fusion. Similar to SARS-CoV,C-TerminalDomain(CTD)of S1 subunit of spike protein in
SARS-CoV-2 acts as receptor bindingdomain (RBD) [10, 11]. Even thoughboth SARS-CoVand SARS-CoV-2
have samebinding domain, thebinding affinity of SARS-CoV-2 is different from that of SARS-CoV [12, 13].

Immediately after theCOVID-19outbreak, several researcheshavebeen carriedout to identify thenature and
locationof bindingof SARS-CoV-2CTDwithhACE2using static crystal structure [14, 15]. Although, these researches
have attempted todetect the entryprocess andbindingmechanismof SARS-CoV-2withhACE2, thebreakthroughon
drugdesigning is still challenging. Severalworks are in thewayofhopeful future, explorationofdetail binding
mechanism is still being essential.Moreover, thedetail dynamicsof SARS-CoV-2 andhACE2canbe very important to
design thedrug.Whenwewere independentlyworkingon thebindingmechanismof SARS-CoV-2withhost receptor
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hACE2, in themean time similar typeof researchworkshavebeenpublished [12].Howeverour technique aswell as
some results aredifferent frompreviousworks.

We focuson the estimationof free energydifferenceof virusprotein andhACE2complex.The free energy
calculationprovides in-depth insight on thebindingmechanismbetween theproteinmolecules [16]. There are several
experimental techniquesofmeasuringbinding free energy suchas isothermal titration calorimetry (ITC) [17],
fluorescence resonance energy transfer (FRET) [18], nuclearmagnetic resonance (NMR) [19], surfaceplasmon
resonance (SPR) [20] andmanyothers.The computational approachcanbe thebest complement for large scale
investigations [21–23].Outofmany computational approach,umbrella sampling is oneof thewidelyusedmethod for
the estimationof free energy in largemolecular systems [24, 25]. It improves the sampling systembydesigning and
implementing thebiasingpotentials as a functionof reaction coordinates [26, 27]. If an energybarrier exists inbetween
tworegionsof configuration states, theremaybepoor sampling, despite the long simulation runbeing carriedout.The
appliedbiasingpotential bridges such configuration states andmakes it easier in searching local or globalminima,
which canbeconsidered as the structurally favorable state in themolecular complex [28]. Besides these techniques, free
energy canbe calculateddirectly fromsteeredmoleculardynamics (SMD) [29, 30].

In thepresentwork,wehave carriedoutmoleculardynamics (MD) simulations for the comprehensive studyof
bindingmechanismof SARS-CoV-2CTDwithhACE2andalso comparedwithSARS-CoV-RBD/hACE2. In addition,
umbrella samplingmethodhasbeenexecuted to estimate thebinding free energyof SARS-CoV-2CTD/hACE2.
Requiredwindows for theumbrella samplinghavebeen taken fromsteeredmoleculardynamics (SMD) [31]
simulations. In SMD,SARS-CoV-2CTDhasbeen translated taking thehACE2as the referencemolecule.The
quantitative estimationof binding affinitybetween the targetedmolecules facilitates in silico-drugdesigning.Wehave
alsoperformedcomparative studyof various interactions suchashydrogenbonding, salt bridges, hydrophobic,
electrostatic andvanderWaals interactions at thebinding interfaceof SARS-CoV-2andSARS-CoVwithhACE2.
Furthermore, the contact surface areaof these complexeshavebeen estimatedandcompared to investigate the stability.

2.Methods

2.1. System set up
Twomolecular structures, PDBIDs6LZGand2AJF,were taken for themoleculardynamics simulations.ThePDBID
6LZGcontains the complexof SARS-CoV-2CTDandhACE2 receptorprotein (i.e., SARS-CoV-2CTD/hACE2
complex) and thatofPDBID2AJFcontains the complexof SARS-CoVRBDandhACE2 receptorprotein
(i.e., SARS-CoVRBD/hACE2complex) [32].CHARMM-GUI [33]wasused to create thepdbandpsffiles of these
complexes.Then,both the complex structureswere solvatedusingTIP3P [34]water andelectricallyneutralizedby
addingNaCl.Wehave added theNaCl in the systemwith concentration0.15MbyusingCHARMM-GUI. In
SARS-CoV-2CTD/hACE2complex system220Na+ ions and197Cl− ionswere added toneutralize the system.
Similarly inSARS-CoVRBD/hACE2complex system214Na+ and188Cl− ionswere added so that the system
becameneutral.A cubical boxofdimensions 144× 144× 144Å3wasprepared forNPTsimulationof the complex
SARS-CoV-2CTD/hACE2andanother cubical boxofdimensions 131× 131× 131Å3wasprepared forNPT
simulationof the complexSARS-CoVRBD/hACE2.Further, twoequal sizedorthorhombic simulationboxeswere
prepared inorder to estimate the free energydifferencesof above complexesby changing thedimensions to
250× 90× 90Å3 andelectricallyneutralizedbyaddingNaClwith concentration0.15M.

2.2.Molecular dynamics simulation
All atommolecular dynamics (MD) simulationswere performed usingNAMD [31] simulation package. The
CHARMM36m [35] forcefieldwas used for each simulations. The ParticleMesh Ewald (PME) [36]was used for
the long-range interactions with a 12.0Å non-bonded cut-off. The energyminimizationwas performed for
10,000 steps, using the conjugate gradient and line search algorithm [37, 38]. The systemwas then equilibrated at
310K for 10 nswith harmonically restrained heavy atoms taking 1 fs time step. Finally, the production runwas
propagated for 250 ns simulation underNPT conditions by using Langevin dynamics with a damping constant
of 1 ps−1 taking time step of 2 fs.

2.3.Molecular dynamics and umbrella sampling
Toperform the umbrella sampling, sample windowswere chosen from steeredmolecular dynamics (SMD)
trajectories. During SMD,CTD/RBDof SARS-CoV-2CTD/SARS-CoVRBDwere pulled correspondingly
towards the negative x-directionwith constant velocity pullingmethod of velocity 0.00005Å/fs. In this process,
the alpha carbons of hACE2 proteinwere taken as the fixed atoms and alpha carbons inCTD/RBDpart of spike
protein of the systemswere taken as the dummy atoms. CTD/RBDof spikes were pulled from their center of
mass (COM) along the negative x-directionwith constant velocity �v dx dt( )G G

inwater and ions environment.
Then the SMDatomexperiences the force � � %F t k v t x( ) ( )G G G

, providing the external potential energy,
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� � %U x t k v t x n,
1

2
. 12( ) ( ˆ) ( )G G

where, k (=5 kcal mol−1Å−2) is the spring constant and gives the stiffness of the applied harmonic restraining
force, and% � �x t x t x0( ) ( )G G G

, is the displacement of SMDmolecules from initial position x0
G
to

instantaneous position x t( )G
and n̂ is the unit vector along the direction of pulling.

Outofmanyother techniquesof free energy calculations [39], umbrella samplingwasperformed to investigate the
free energydifferenceduring the translationof SARS-CoV-2CTDfromhACE2protein for systemSARS-CoV-2
CTD/hACE2; and identical condition is applied for systemSARS-CoVRBD/hACE2. SMDtrajectorieswereused to
select the appropriatewindows. Identifying the informationon the terminationofmolecular interactions fromSMD,
weestimated thenumberofumbrellawindows inboth the systems.Tenwindowswereprepared inSARS-CoV-2
CTD/hACE2and sixwindowswereprepared for SARS-CoVRBD/hACE2complexes. Every successivewindowwas
taken fromtheSMDtrajectories during the translationof1Å along thenegative x-direction.Thewindowsize ensures
the sufficientoverlappingof successivewindows to cover the entire reaction coordinate space.The reactioncoordinate
was chosenas thedistancebetween the center ofmass (COM)ofhACE2andCTD/RBDspike along thenegative
x-axis. Tomake thenecessaryoverlapping reactioncoordinates, a bias potential of the ithwindowVi(x)wasused to
force the system tofluctuate in coordinate space,which is givenby,

� �V x k x x
1

2
2i i 0

2( ) ( ) ( )

where x0 is the harmonic constraint defining a center of window i (i=1 to 10 for for SARS-CoV-2 and 1 to 6 for
SARS-CoV), and force constant k is thewindowwidth.We used the force constant of 1.5 kcal mol−1Å−2.

2.4.Data analysis
VisualMolecularDynamics (VMD) [40] andPymol [41]wereused tovisualize aswell as generate imagesof the
complex structures .VMDanalysis toolswereused to identify andanalyzenon-bonded interactionsbyusing the
simulation trajectories.TheNAMDenergyplugin, available inVMD,wasused to calculate thenon-bonded interaction
energy contributions.Pycontact [42] softwarepackagewasused to analyzed thehydrophobic interactions and salt
bridges between the targetedprotein residues inCTD/RBDof spikeprotein andACE2.WeightedHistogramAnalysis
Method (WHAM)program [43]wasused to estimate the free energy fromumbrella sampling simulation.The free
energy calculationof largemolecular system is generally computationallydemanding.Thismethodminimizes the
statistical errors aswell as increases the efficiencyof computational simulation.Moreover, it has the advantageof
multipleoverlappingof probabilitydistributions for obtainingbetter estimationof free energy calculations.

3. Results

3.1. Conformational variation in complexes
Toexamine the conformational variationduring thedynamics,wehave estimated the rootmean squaredeviation
(RMSD)of eachmolecule onSARS-CoV-2CTD/hACE2andSARS-CoVRBD/hACE2complexes.BesidesRMSD,
contact surface areabetween themoleculeswithin the each complexhas alsobeen calculated forboth complexes.

We have calculated theRMSD for all atoms of proteins backbonewithout taking hydrogen atoms. The
structure fromfirst step of the simulationwas taken as the reference to calculate the RMSD. TheRMSDof
hACE2 and spike CTD/RBDhave been compared separately to evaluate the structural integrity of themolecules.
Figures 1(a) shows the RMSDof hACE2molecule in SARS-CoV-2CTD/hACE2 and SARS-CoVRBD/hACE2
complexes andfigure 1(b) represents the RMSDof spike CTD/RBD. From thefigure, it is observed that RMSD
of hACE2 of SARS-CoV-2CTD/hACE2 is smaller than that of SARS-CoVRBD/hACE2. RMSDof both the
systems are stable with the values below 3.0Å and 4.5Å for CoV-2 andCoV respectively. SARS-CoV-2CTDhas
the RMSDof 2.5Å, whereas the RMSDof SARS-CoVRBD is 4.0Å. This shows the large rearrangements of
structure in SARS-CoVRBD,while SARS-CoV-2CTD structure remains relatively stable.

To getmore insight into stability, we also analyzed the contact surface area between the spike protein CTD/
RBDand hACE2 receptor usingMD trajectories. Contact area is the surface buried at the interface between two
proteins which contributes to bind and stabilize the protein-protein complexes. Larger contact surface indicates
greater stability of the structure [44]. The estimated values of contact surface area are presented in table 1. From
the table 1, it has been observed that SARS-CoV-2CTD/hACE2 has larger contact area than SARS-CoVRBD/
hACE2 by 77.02± 2.46Å2. The contact surface area for SARS-CoV-2CTD ismore in comparison to SARS-CoV
RBD indicating the greater binding affinity of SARS-CoV-2with receptor.
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3.2. Non-bonded interactions
Furthermore, we studied in details the hydrogen bonds, salt-bridges, hydrophobic, electrostatic and vdw
interactions between the residues residing at the interface between SARS-CoV-2CTD/hACE2 and obtained
results are comparedwith SARS-CoVRBD/hACE2.

3.2.1. Hydrogen bonds
At the interface region, hydrogenbonds play pivotal role in binding themolecules to forma stable complex.Wang
et al (2020) andLan et al (2020)have studied the atomic interactions at the interface of static crystal structure of
SARS-CoV-2CTD/hACE2 complex [14, 15], whereaswehave investigated the hydrogenbonds at the interface of
twocomplexes by analyzing theMDsimulations trajectories. The cut-off distance for hydrogenbondwas taken to
be 3.5Å[14].Wemonitored the time evolutionof number of hydrogenbonds formed at the interface between
SARS-CoV-2CTD/hACE2 and also comparedwith that of SARS-CoVRBD/hACE2 as shown infigure 2 (also see
supplementary table S 1).Hydrogenbondswere found tobe consistently existing in both complexes. Total
hydrogenbonds formedduring the simulationswere seen to bemore in case of SARS-CoV;however the strength
and life timeof potential hydrogenbondswere found tobe greater in case of SARS-CoV-2.

Many researchworks have been published by analyzing the hydrogen bonds pair partners between the
molecules in the complexes. Even though our investigations regarding the hydrogen bonds in the complexes are
in consistent with those published papers, some pair partners are not consistent with these previously published
outcomes. Ali et al reported three unique hydrogen bonds in SARS-CoV-2CTD/hACE2 complex, whichwere
not detected in SARS-CoVRBD/hACE2 complex [12].We found consistent result inGLU35-TYR449 pair,
however the result is not consistent with other two pair partners: TYR449-ASP38 andGLN498-LYS353.We
have clearly observedASP38-TYR436 and LYS353-GLY488 pairs in SARS-CoV-RBD/hACE2. Furthermore, a
strong hydrogen bond has been detected betweenGLN498withGLN42. In static structures, no hydrogen bond
was formed by SER19 of hACE2withASP463 residue of SARS-CoVRBD [14, 15]. Our investigation shows two
potential hydrogen bonds formed betweenmain-main&main-side chains of SER19 of hACE2with side chain of
ASP463 of SARS-CoVRBDand similar type of bond has been detected between SER19 andALA475 in SARS-
CoV-2CTD/hACE2 complex (see figure 4(a) and supplementary figures S1 and S2).

In the present work, interactions ofmolecules in each complex has been observed considering threemain
regionswhere the interfacial residues of hACE2 take part actively in bindingwith the spike CTD/RBD section of

Figure 1.RMSDplotof SARS-CoV-2CTD/hACE2 andSARS-CoVRBD/hACE2.RMSDplot inblue color represents the SARS-CoV-2
and redcolor represents the SARS-CoV.The graphs reveal the stable structure in SARS-CoV-2CTDthan that of SARS-CoVRBD.

Table 1.Calculation of contact surface area;A1, A2 & A3 are the average solvent accessible surface area (SASA) of hACE2, SARS-CoV-2CTD
and their complexes; and a a aA A A, &1 2 3 are the average solvent accessible surface area (SASA) of hACE2, SARS-CoVRBDand their
complexes.

Complex SASA (Å2) for Net contact area (A)[44]

SARS-CoV-2CTD/hACE2 hACE2 (A1) SARS-CoV-2CTD (A2) complex (A3) A1 + A2 − A3 (A1 + A2 − A3)/2

29 100.36 11227.97 38 549.02 1779.31 889.66 ± 1.07

SARS-CoVRBD/hACE2 hACE2 aA1( ) SARS-CoVRBD aA2( ) complex aA3( ) a � a � aA A A1 2 3 Net contact area ( aA )

29 092.62 10859.54 38326.88 1625.27 812.64 ± 2.22
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the virusmolecule as shown in supplementary figures S1(a) and S2(a). The hydrogen bonds formed at three key
regions of interface between SARS-CoVRBD/hACE2 in the begining of the simulation run are shown infigures
(see supplementary figures: S1(a), S1(b)&S1(c)). Some residue pairs whose hydrogen bond (Hbond) occupancy
percentage greater than 20% is shown infigure 3 and detail ofHbond occupancy percentage in three key regions
are shown infigures 4(a), (b) and (c).We have observed some differences in the atomic interactions at the
interface of both virus proteins and hACE2 than that of static crystal structure. The two different approaches
might be the reason of variation in the number of interactions.

The rearrangement of aminoacids at the binding vicinity have been detected in both the complexes.
Different color contrast have been used to indentify the pair partners as shown infigures 3 and 5. The binding
affinity of the complexwas observed increasing due to the allignments of pair partners at the interface.

At the binding interface of SARS-CoV-2CTDand hACE2 receptor, three key regionswheremost of the
polar contacts are actively participated to form the hydrogen bonds. The interactions at the interface inwhich
Hbond occupancy greater than 20%are shown infigure 5, and also the details ofHbond occupancy in these
regions are shown infigures 6(a), (b) and (c). In region 1, SER19, GLN24 andTYR83 of hACE2 formhydrogen
bondswithALA475 andASN487 of SARS-CoV-2CTDas infigures (see supplementary figures: S2(a), S3(a),
S4(a), S5(a)&S6(a)). In region 2, there are interactions between the residues LYS417, TYR453 andGLN493 of
SARS-CoV-2CTD forming hydrogen bondswith ASP30, LYS31 andGLU35 of hACE2 (see supplementary
figures: S2(b), S3(b), S4(b), S5(b)&S6(b)). Similarly, in region 3, there is extensive network of hydrogen bonds
between SARS-CoV-2 CTD residues TYR449, GLN498, THR500, ASN501, GLY502 andTYR505with the
hACE2 residues GLU37, ASP38, TYR41, GLN42, LYS353 andASP355 (see supplementary figures: S2(c), S3(c),
S4(c), S5(c)&S6(c)). Because of dynamical nature of our system, there is continuous formation, breaking and

Figure 2.Comparison of time evolution of number of hydrogen bonds at the interfaces of SARS-CoV-2CTD/hACE2 and SARS-CoV
RBD/hACE2.

Figure 3.The arrangement ofmajor interaction residues at the interface of SARS-CoVRBD/hACE2 complex. Three subdivided parts
of the interface region are circled in 3(a). Figure 3(a) represents themolecular structure of the complex in the beginning of the
simulations and that of at the end of the simulation is represented byfigure 3(b). The contact pairs in color contrast are SER19-ASP463
(red), ASP30-TYR442 (green), LYS31-ASN479 (blue), ASP355-THR486 (magenta), and LYS353-GLY488 (violet).
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reformation of hydrogen bonds during the simulations. The variation of hydrogen bonds formed during the five
representative frames of 250 ns simulation of SARS-CoV-2 has been shown in supplementary figures S2–S6.

3.2.2. Salt-bridges
In addition to extensive network of interfacial hydrogen bonds, another important contributions to protein-
protein binding comes from salt-bridge interactions.MD trajectory analysis has shown three salt-bridges,
having different bond length and strength, formed at the interface of SARS-CoV-2CTD/hACE2. The salt-
bridge formed between the residue LYS417 of SARS-CoV-2CTDwith ASP30 of hACE2 is found to be the
strongest one among themowing to its short bond length. The remaining residues GLU484 and LYS458 of

Figure 4.Hbond occupancy percentage details ofmajor interacting residues in SARS-CoVRBD/hACE2 complex. The double bars for
SER19-ASP463 in bar diagram shows the significant bonding of these residues in side chain—main chain andmain chain—main
chain interactions. 4(a), 4(b) and 4(c) are theHbond occupancy percentage for three key regions respectively.

Figure 5.Major interacting residues at the interface of SARS-CoV-2CTD/hACE2 complex. Three subdivided regions are circled in
which 4(a) represents themolecular complex at the beginning stage of the simulation run and 4(b) represents the structure
rearrangement of residues ofmolecular complex at the end of simulation run. The pairs in color contrast are TYR83-ASN487 (red),
ASP30-LYS417 (green), GLU35-CLN493 (violet), LYS353-GLY502 (lime), TYR41-THR500 (orange) andASP355-THR500
(magenta).

Figure 6.Details ofHbond occupancy percentage ofmajor interacting residues in SARS-CoV-2CTD/hACE2 complex. 6(a), 6(b) and
6(c) are theHbond occupancy percentage for three key regions respectively.
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SARS-CoV-2CTDhave formed salt-bridges with LYS31 andGLU23 of hACE2 respectively. In contrast, we
found only one salt-bridge formed betweenARG426 of SARS-CoVRBDandGLU329 of hACE2which is weaker
than that of SARS-CoV-2 because of larger bond length as infigure 7.

3.2.3. Hydrophobic interactions

3.2.4. Electrostatic and van derWaals (vdw) interactions
The electrostatic and van derWaals (vdw) interactions in two complexes SARS-CoVRBD/hACE2 and SARS-
CoV-2CTD/hACE2 have been studied. Supplementary figure S7 depicts the comparative analysis of energy due
to electrostatic and vdw interactions as a function of time. In the beginning of simulations, the electrostatic
contributions of SARS-CoV-2CTD/hACE2was distinctly higher than SARS-CoVRBD/hACE2, howevermost
of the simulation time, the contributions were almost equal. In addition, the potential energy contributed by
vdw interactions were consistently almost equal for both the systems throughout the simulations. It reveals that
electrostatic and vdw interactions are almost equally contributed in binding both the complexes.

3.3. Free energy
To investigate the energetic difference in binding of hACE2with SARS-CoV-2CTDand SARS-CoVRBD, the
free energy differences have been estimated using umbrella sampling technique. Umbrella windowswere taken
from the trajectories of SMD simulations. The interactions between themolecules in SARS-CoV-2CTD/
hACE2were found terminated after traversing 9Å distance away from the original position. To incorporate all
interacting pathways, tenwindowswith 1Å distance separationwere taken for every successive window.On the
other hand, the interactions between themolecules in SAR-CoVRBD/hACE2were found ceased after
traversing 5Å distance from the original position. Therefore, sixwindowswere prepared separating
1Å distance away for every successive window. To ensure the overlapping of consequent data sets in umbrella
sampling, we have plotted the distributions of data obtained from the simulations.We found sufficient
overlapping of data sets. The graphs for distribution versusCOMdistance have been included in the
supplementary figures S8 and S9. Figure 8 shows the change in free energy during the translation of virus CTD/
RBD fromactive pocket of hACE2 for both complexes. The center ofmass (COM) distance as a reaction
coordinate allows us to track the free energy changes for SARS-CoV-2CTD in complexwith hACE2 and SAR-
CoVRBD in complexwith hACE2. Free energy has also been used to compare the differences in the binding
affinity for the two complexes. The SARS-CoV-2CTD in complexwith hACE2 is found to have the greater
binding free energy of∼1.91 kcal/mol compared to the SAR-CoVRBD in complexwith hACE2. This, as well as
the nature of the free-energy curve, provides an insight on bindingmechanisms of the complexes.

4.Discussion

COVID-19 pandemic has seriously threatened public health throughout the globe. Since there is no approved
drug till date to combat against the SARS-CoV-2 virus,more comprehensive study is essential through the

Figure 7.Comparison of time evolution of salt-bridge bond length at the interface of SARS-CoVRBD/hACE2 and SARS-CoV-2
CTD/hACE2. The residue pair ASP30-LYS417 corresponds to the SARS-CoV-2CTD/hACE2 system andGLU329-ARG426
corresponds to the SARS-CoVRBD/hACE2 system.
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various aspects atmolecular level. The fundamental necessity is to understand the entrymechanismof the virus
into the human cell, which is really helpful to discover the drug against the virus. To deal the entrymechanisms
and dynamical characteristics of the virus cell in complexwith hACE2 receptor, we used various computational
techniques. C-Terminal Domain (CTD) of S1 subunit of spike protein, being the active interacting region, has
been taken into consideration in SARS-CoV-2.We performed the comparative analysis of the key residues and
atomic interactions responsible for the binding of the SARS-CoV-2CTDand SARS-CoVRBDwith human
ACE2 receptor.

Estimation of structural variation during the simulation is the foremost judgement ofmolecular stability in
molecular dynamics study. RMSD is themeasure of stability ofmolecular structure in the cellular environment.
Well equilibrated systemwith consistent RMSD ensures us to proceed for the further study of binding affinity
and energy variations of themolecular complexes.Moreover, contact surface area between themolecules
identifies the binding strength of the complex. Therefore, we have obtained the contact surface area of both
complexes calculating the solvent accessible surface area (SASA). SASAhas been determined from time
evolution data generated from the 250 nsNPT run. Then, average value of contact area for both the systems have
been presented in table 1 and are interpreted graphically infigure 2. Larger contact surface area in SARS-CoV-2
CTD/hACE2 complex depicts the stronger binding of this complex than that of SARS-CoVRBD/hACE2 [45].

Our results show considerable similarity in the binding sites, interfacial residues and important atomic
interactions in both viral protein receptor binding domain (i.e., SARS-CoV-2CTDand SARS-CoVRBD).
However, there are some variations in loop between two structures in the binding region and some residues at
the binding sites are different. This facilitatesmore and stronger atomic contacts between SARS-CoV-2CTD
and hACE2 interface and thereby enhancing its binding affinity. Polar residues residing at the interface form an
extensive network of hydrogen bonds and salt-bridge interactions [46–49]. Our study reveals that interfacial
hydrogen bonds, salt-bridges and hydrophobic interactions play an important role in the binding of SARS-CoV-
2CTD to host cell receptor. Furthermore, comparative analysis of the bindingmechanismof two viral proteins
with hACE2 show that binding affinity of SARS-CoV-2 is greater than that of SARS-CoV.Notably,more
residues are engaged in the binding of SARS-CoV-2CTDwith hACE2.Wefind the greater number of potential
hydrogen bonds formed in the case of SARS-CoV-2CTDwhich contributes to higher binding affinity.More and
stronger salt-bridges formed in case of SARS-CoV-2CTD establish stronger binding to the receptor than SARS-
CoVRBD.Additionally, we observe hydrophobic interactions are stronger in case of SARS-CoV-2which also
contribute to enhanced binding.

The contributions of electrostatic and vdw contacts are significant to form a stable protein-protein complex
[50, 51]. The potential energy in binding the virus CTD/RBDand host receptor are compared in both the
systems. Though, initially the electrostatic energy is observed relatively larger in SARS-CoV-2CTD/hACE2 than
that of SARS-CoVRBD/hACE2, the dynamical results show almost equal contributions in both the complexes.
This shows that the contributions of hydrogen bonds, salt bridges and hydrophobic interactions are responsible
to provide the greater binding strength in SARS-CoV-2CTD/hACE2.

The bindingmechanisms of the complexes are further analyzed to estimate the free energy differences from
umbrella samplingmethod. SMD trajectories are taken for the appropriate samples that ensure the sufficient

Figure 8. Free energy curve for SARS-CoV-2CTD/hACE2 and SARS-CoVRBD/hACE2 during the translation of spikes CTD/RBD
fromhACE2.
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overlapping onwindows [52]. In SMD, the virus CTD/RBDare pulled upto that distance, beyondwhich no
interactions persists.Wefind the interactions ofmolecules in complex SARS-CoVRBD/hACE2 have been
terminated after the displacement of RBDby 5Å fromhost receptor, whereas the interactions sustain upto
9Å displacement from the initial position in SARS-CoV-2CTD/hACE2. Comparisons of free energy of two
complexes have provided the insight of bonding affinity between the virus CTD/RBDand hACE2molecules.
The greater free energy difference between SARS-CoV-2CTD in complexwith hACE2 depicts the stronger
binding strength than the complex of SARS-CoVRBDand hACE2. As the further investigation, we plan to
calculate the solvation free energy of SARS-CoV-2 and SARS-CoVmolecule in the aqueous environment.
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Abstract: Methylation induced DNA base-pairing damage is
one of the major causes of cancer. O6-alkylguanine-DNA
alkyltransferase (AGT) is considered a demethylation agent of
the methylated DNA. Structural investigations with thermo-
dynamic properties of theAGT-DNA complex are still lacking.
In this report, we modeled two catalytic states of AGT-DNA
interactions andanAGT-DNAcovalent complex and explored
structural features using molecular dynamics (MD) simula-
tions. We utilized the umbrella sampling method to investi-
gate the changes in the free energy of the interactions in two
different AGT-DNA catalytic states, one withmethylated GUA
in DNA and the other with methylated CYS145 in AGT. These
non-covalent complexes represent the pre- and post-repair
complexes. Therefore, our study encompasses the process of
recognition, complex formation, and separation of the AGT
and the damaged (methylated) DNAbase.We believe that the
use of parameters for the amino acid and nucleotide modifi-
cations and for the protein-DNA covalent bond will allow
investigations of the DNA repair mechanism as well as the
exploration of cancer therapeutics targeting the AGT-DNA
complexes at various functional states aswell as explorations
via stabilization of the complex.

Keywords: AGT-DNA complex; DNA methylation; DNA
repair; MD simulations; umbrella sampling.

Introduction

DNA base-pairing damage involves chemical modifications
suchasbasemismatchandmethylationofDNAbases (Crone
etal. 1996;Kyrtopouloset al. 1997;Maser andDePinho, 2002)
and is one of themajor causes of cancer (Jackson and Bartek
2009; Paulsen and Ferguson-Smith 2001). Methylation of a
DNA base can cause carcinogenesis of a living cell (De Bont
and van Larebeke 2004; Lindahl and Barnes 2000; Tessmer
and Fried 2014; Warren et al. 2006). O6-alkylguanine-DNA
alkyltransferase (AGT) functions as the demethylation agent
for the O6-alkylguanine and O4-alkylthymine DNA bases
(Gerson 2002; Harris et al. 1992; Kelley and Fishel 2008;
McKeague et al. 2018; Zak et al. 1994). The interaction of AGT
withDNA is consideredas a novel interactionmechanism for
the recognition of DNA damage and repair (Daniels et al.
2004; Musarrat et al. 1995; Perugino et al. 2012; Rossi et al.
2018). After locating the DNA damage, AGT accesses the
alkylated base by flipping the nucleotide into the protein so
that themethylated GUA approaches the enzyme active site.
Once the methylated GUA is in the active site, it donates its
methyl group to the CYS145 residue in AGT (Ali et al. 1998;
Duguid et al. 2005).

Because it confers protection against DNA damage, AGT
plays a crucial role to protect normal cells from tumorigen-
esis. For example, it is shown to protect againstmethylation-
induced skin cancer (Becker et al. 1996), liver cancer
(Nakatsuru et al. 1993), lung cancer (Liu et al. 1999; Sakumi
et al. 1997), and thymic lymphomas (Dumenco et al. 1993).
However, AGT can also provide undesired protection to
cancer cells from damage due to methylating and chlor-
oethylatinganticancerdrugs (Fuet al. 2012;Kainaet al. 2007;
Rasimas et al. 2003), thus fostering drug resistance. There-
fore, AGT is an important drug target for improving the ef-
ficacy of chemotherapy.

Despite previous investigations of this functionally
important DNA-AGT complex, structural investigationswith
thermodynamic properties of the complex are still lacking.
Computational investigations of the demethylation process
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of methylated DNA bases by AGT are limited due to the lack
of pre-defined force-field parameters. In this work, we uti-
lized computational approacheswith CHARMM36m (Huang
et al. 2017) forcefield parameters to create covalent andnon-
covalent complexes and explored their suitability to inves-
tigate structural features of the complex using molecular
dynamics (MD) simulations. Such structural investigations
have increasingly beenused in recent years for investigating
complexes of proteins with other partners (Magnen et al.
2018; Tiwari et al. 2016, 2018, 2020), including the protein-
DNA covalent complex with implications in drug discovery
(Tiwari et al. 2020). We used the umbrella samplingmethod
to calculate the changes in the free energies in AGT-DNA
complexes in twonon-covalent complexes indifferent states
of methylation, pre- and post-repair structures, one with
methylated GUA in DNA and the other with methylated
CYS145 in AGT. This technique allows the determination of
energetically favorable states and has been used in studies
ofmanybio-molecular systems (Luzhkov 2017; Pokhrel et al.
2019). The use of the parameters for the amino acid and
nucleotide modifications and for the protein-DNA covalent
bond allows computational investigations of the AGT-DNA
complex structures before and after methyl transfer, as well
as the AGT-DNA covalent complex. Such investigations will
be useful for future explorations of cancer therapeutics
targeting the AGT-DNA complexes at various functional
states as well as explorations via stabilization of the com-
plex. For example, the catalytic site in the transient state of
the DNA-AGT complex may provide a novel target for
in silico drug screening to identify AGT inhibitors that
inhibit the methyl transfer, potentially overcoming the
anticancer drug resistance to improve the efficacy of
chemotherapy.

Results

Dynamics of the AGT-DNA covalent and non-
covalent complexes

We generated all three complexes – complex-I, complex-II,
and complex-III as explained in the Methods section. The
complex-I has methylated GUA7 (6OG7) in DNA, complex-
II represents a possible model of a transient, intermediate
state in which methylated GUA7 covalently bonded to
CYS145, and complex-III has methylated CYS (ORT145) in
AGT. In the complex-I, GUA7 is methylated at O6 point and
this methyl group is supposed to be transferred to CYS145
in AGT whereas the methyl group in GUA7 is transferred to
CYS145 in complex-III. In this transfer, the sulfur atom of

CYS145 side chain becomes deprotonated and the methyl
group gets attached to it. Figure 1A shows a representative
AGT-DNA complex (complex-I). Figure 1B displays the co-
valent bonding between the 6OG7 and CYS145. It is to be
noted that in the AGT-DNA covalent complex in the protein
data bank (PDB ID 1T39), CYS145 is cross-linked to the
mechanistic inhibitor N1, O6-ethanoxanthosine (Daniels
et al. 2004) as shown in Figure 1C. This inhibitor was pur-
posely used to prevent the methyl transfer and achieve a
stable covalent complex, resulting in the covalent bonding
seen in Figure 1C in contrast to Figure 1B, which represents
the transient, intermediate catalytic state during the
methyl transfer process. Figure 1D shows the pre-catalytic
state with methylated GUA7 (6OG7) and Figure 1E shows
the post-catalytic state with methylated CYS145, both
without a covalent bond between the GUA and CYS. The
CYS145 residue (with or without the hydrogen attached to
the sulfur) is enclosed within a circle in Figure 1B–E.

We performed 200 ns of MD simulations for each of the
three complexes to ensure the stability of the complexes and
to investigate structural dynamics. A representative simu-
lation movie of the 200 ns CPT production run for the
AGT-DNA covalent complex, complex-II, is given in the
SupplementaryMaterial (SectionS3). TheDNAappears to be
flexible at the ends, especially at the lower end. We calcu-
lated the total interaction energies using the 200 ns simu-
lation trajectories of each of the three complexes and results
are shown in Figure 2A. There is no significant fluctuation in
the total energy for all three systems, suggesting the stability
of the complexes (Tiwari et al. 2018). Figure 2B also shows
that there was no significant fluctuation in RMSD in all the
three complexes. The total number of hydrogen bonds
formed between AGT and DNA as a function of simulation
time shows a similar level of hydrogen bonding in all three
complexes (Figure 2C). A detailed analysis of the AGT-DNA
hydrogen bonding shows that residues TYR114 and CYS145
(or ORT145) in AGT consistently form hydrogen bonding
with 6OG7 (or GUA7). These residues and nucleotides may
be important in the formation of the complexes. Table 1
shows all residues in AGT and nucleotides in DNA that
establish hydrogen bonding with occupancy greater than
40%. We have also calculated hydrogen-bonding distances
for the two residue-nucleotide pairs and presented in
Figure 2D–F, for complex-I, complex-II, and complex-III,
respectively. As expected theweaker hydrogenbondingwas
observed for the complex-III (post-catalytic state) as
compared to complex-I (pre-catalytic state) as can be seen in
Figure 2D, F aswell as in Table 1. Even though TYR114-GUA7
in the complex-III bonding looks as stable as TYR114-6OG7
in the complex-I, the occupancy of this hydrogen bonding is
much less (∼59%) in the complex-III as compared to the
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complex-I (∼88%). We believe that the stronger hydrogen
bonding in the complex-I corresponds to the recognition of
DNA by AGT for the methyl transfer process. We also
observed that threewatermolecules residewithin interfacial

region between AGT and DNA during the 200 ns simulation
of the complex-I and form two water-mediated hydrogen
bonds between ARG128 and CYT8, and one between LYS125
and CYT21, as shown in Figure S1 (Supplementary Material

Figure 2: (A) Total energy, (B) RMSD measurements, (C) number of hydrogen bonds between AGT and DNA, and (D)–(F) distances between
atoms in residues and nucleotides forming hydrogen bonds in the three AGT-DNA complexes (complex-I, complex-II, and complex-III)
calculated using 200 ns simulation trajectories.

Figure 1: (A) A representative structure of the AGT-DNA complex (Complex I). The intercalating residue ARG128 in AGT, O6-methylguanine
(6OG7) in DNA, and nearby CYS145 in AGT are shown in stick representations. (B) Covalent bonding between AGT and DNA at the biological
substrate O6-methylguanine (6OG7). (C) Covalent bonding between AGT and DNA cross-linked to the mechanistic inhibitor N1, O6-ethanox-
anthosine as presented in the PDB ID 1T39 (Daniels et al. 2004). (D) CYS145 in AGT and 6OG7 in DNA without the covalent bonding. (E)
Methylated CYS145 (ORT145) in AGT and GUA7 in DNA without the covalent bonding. The AGT residues and DNA nucleotides forming the
covalent bonding in Figure 1A and the residues and nucleotides in Figure 1B–E are shown in colored CPK representation. The CYS145 portions
(with or without hydrogen atom bound to the sulfur atom) in Figure 1B–E are enclosed within circles.

R.P. Koirala et al.: Structural insights into the DNA repair mechanism of AGT 3



Section S4). While we did not observe these water-mediated
hydrogen bonding in complexes II and III during the
simulated timescales, such water occupancy may occur in
longer timescales.

DNA-AGT complex formation and
dissociation

To investigate the underlying mechanism of AGT-DNA com-
plex formation (pre-catalytic, formation of complex-I) and
dissociation (post-catalytic, complex-III) process, we per-
formed umbrella sampling for different separation distances
between AGT and DNA. For this, DNA was translated, along
the negative x-axis, relative to AGT by 1 Å window for 19
windows. The direction of the displacement was chosen
visually based on the orientation of the intercalated ARG128
side-chain as well as the flipped GUA7 base so that when
displaced, theyareminimallyobstructedbyother residues (i.e.
nearly parallel to the ARG128 sidechain and the flipped base
and directly away from AGT). The complex was then re-
orientedso that thedirectionof thedisplacement lies along the

x-axis for convenience. Figure S2A in the Supplementary Ma-
terial (Section S5) depicts the direction of translation. Two sets
of these windows were prepared, one with methylated GUA7
(6OG7) and the other with methylated CYS145 (ORT145). The
accessofAGT to thealkylatedbaseonlyoccurswhenalkylated
based is flipped out of the base stack and into the AGT active
site for extrahelical repair and ARG128 facilitates the base
flipping (Daniels et al. 2004). As the base flipping is observed
tooccurat a rateofk=350s−1 (Zangetal. 2005) (i.e. in theorder
of milliseconds), base flipping and the associated conforma-
tional transitions upon AGT binding are not accessible in our
simulated timescales. Therefore, we used the pre-catalytic
complex as our starting structure, which is formed when the
methylated GUA base is flipped and captured into the AGT
active site. Once the complex is formed and the methyl is
transferred to CYS145, the repaired DNA undergoes slow
dissociation from AGT (Zang et al. 2005). It is also observed
that post-transfer methylated AGT can remain bound to DNA
and undergoes ubiquitination and degradation (Tessmer et al.
2012). The set with the methylated CYS145 represents the
process during the dissociation of the complex.We calculated
the non-bonded interaction energies as a function of the sep-
aration distance (COM distance) for both of these processes.
Figure 3 shows the contribution of van der Waals and elec-
trostatic energies averaged over 10 ns simulations at various
COM distances. As shown in Figure 3A (complex-I) and
Figure 3B (complex-III), the electrostatic energy was found to
have the major contribution to the interaction energies. A
modest contribution from the van der Waals interaction is
observed for COM distance <32.8 Å as the methylated GUA7
approaches the active site (Figure 3A) or GUA7 separates from
the active site (Figure 3B). The Representative snapshots of the
complex-I at different COM distances are shown in the Sup-
plementaryMaterial (FigureS2, SectionS5).When thedistance
is gradually increased from 32.8 Å, AGT dissociates from the
minor groove of DNA, losing the original AGT-DNA in-
teractions and forming new interactions. The intercalating
residue ARG128 interacts strongly with GUA7 when the COM
distance >37Å. TheRMSDmeasurements (shown in Figure S3,
Section S6) are fairly stable in each of the 10 ns windows,
indicating the convergence of simulations.

To understand the energetic differences in the
approach of the damaged base versus separation of the
repaired base, we calculated the free energies for these
processes using umbrella sampling along the COM as the
reaction coordinate. While COM is a good order parameter
for comparing the stability of the protein-DNA complex,
we note that the distance between the sulfur atom of
CYS145 and the oxygen atom of the GUA7 base (S-O dis-
tance) can also be chosen as a reaction coordinate.
Figure 4 shows the change in free energy for approaching

Table : AGT residues and DNA nucleotides establishing hydrogen
bonding between AGT and DNA with occupancy greater than %.

AGT-DNA complex Residue-nucleotide pairs Occupancy

AGT DNA

Complex-I TYR (OH) OG (N) .%
CYS (O) OG (N) .%
SER (OG) THY (OP) .%
THR (OG) THY (OP) .%
SER (N) THY (OP) .%
THR (N) THY (OP) .%
GLN (N) THY (OP) .%

Complex-II SER (OG) THY (OP) .%
TYR (OH) OG (N) .%
THR (OG) THY (OP) .%
SER (N) THY (OP) .%
THR (N) THY (OP) .%
CYS (O) OG (N) .%
GLN (N) THY (OP) .%
ARG (NH) CYT (N) .%

Complex-III TYR (OH) GUA (N) .%
SER (N) THY (OP) .%
PHE (N) THY (OP) .%
ORT (O) GUA (N) .%
ARG (NH) GUA (O′) .%
ASN (ND) GUA (O′) .%
ORT (O) GUA (N) .%

The atoms that are predicted by VMD to be responsible for
establishing the hydrogen bondings are presented inside
parentheses.
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methylated GUA7 to the active site (complex-I) as well as
for separating demethylated GUA7 from the active site
(complex-III). To compare the free-energies of the com-
plexes with GUA7 at the active site, we aligned the curves
when the DNA andAGT are fully separated, at which point
the free energies for both systems should be comparable
as the interaction between DNA and AGT is negligible for
the COM distance >42 Å, after 18th window. As shown in
Figure 4, the change in free energy for the complex-I, ΔG1,
between the complexed and separated states was found to
be ∼11.1 kcal/mol and that for the complex-III, ΔG2, was
∼9.8 kcal/mol. Comparison of the lowest free energy
values at ∼26 Å COM distance, which represents the state
in which the GUA7 or 6OG7 in the catalytic cavity, shows
that the pre-transfer 6OG7 is more favorable in the cavity
compared to the post-transfer GUA7, giving a free-energy
advantage for 6OG7 of ΔΔG∼ − 1.3 kcal/mol over GUA7.
This may facilitate the dissociation of the GUA7 from the

cavity once the methyl group is transferred to CYS145.
Also, the shallower free energy curve beyond ∼28 Å for
complex-III indicates an easier dislodgement of the post-
transfer GUA7. These observations explain the affinity of
6OG7 over GUA7 in the catalytic cavity, giving an insight
into the base demethylation mechanism of AGT.

Discussion

AGT is considered as the demethylation agent to repair the
methyl-damaged DNA (Hu et al. 2008; Tessmer and Fried
2014; Tubbs et al. 2007). The entry of AGT near the damaged
part of DNA is the fundamental requirement to initiate the
methyl transfer process (McKeague et al. 2018) by forming a
transient complex between the two molecules (Daniels et al.
2004; Duguid et al. 2005; Fang et al. 2008). Methylation of a
DNAbase is oneof themajor causes of the carcinogenesis of a
living cell (Lindahl and Barnes 2000; Tessmer and Fried
2014). While AGT plays a crucial role in repairing the DNA
damage and protect the normal cells from tumor develop-
ment, it can also allow anticancer drug resistance by pro-
tecting the cancer cells from anticancer drugs (Kaina et al.
2007; Rasimas et al. 2003; Fuet al. 2012) that aimat damaging
the DNA. Given its importance as a drug target for over-
coming anticancer drug resistance to improve chemothera-
peutic efficacy, structuralmodels of theAGT-DNAcomplex in
different functional states of the methyl transfer process are
desired for biophysical insights as well as for in silico
screening. For example, small molecules interfering the co-
valent complex formation and release can potentially inhibit
the DNA repair process, improving the efficacies of the anti-
cancer drugs given in combination. Motivated by this, we
have created the covalent complex between AGT and DNA
and performed subsequent MD simulations to investigate its
structural features and we believe that the complex-II

Figure 3: Variation of non-bonded
interaction energies with the displacement
of DNA from AGT. Van der Waal interaction
energy (VDW, orange color), electrostatic
interaction energy (E, red color) and total
non-bonded energy (E+VDW, green color)
was calculated using NAMD energy plugin
within VMD for complex-I (A) and for
complex-III (B). Symbols and error bars
represent average and standard deviation,
respectively, calculated from the 10 ns
NAMD simulation trajectories for the
complexes at each COM distance. Dotted
lines are guides to eyes.

Figure 4: Change in free energy for complex-I and complex-III as a
function of COM distance.
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generated in this work with the force fieldmodificationsmay
be useful in the structure-based discovery of anticancer
agents. We note that our transient intermediate model uses
the covalently linked sp3 hybridized carbon between S and O
(i.e. –S … CH2

… O–). However, the actual transfer of methyl
group to sulfur from methylguanine is considered to occur
via a SN2-like mechanism (Daniels et al. 2000; Mattossovich
et al. 2020), which involves a planar, penta-coordinated
carbon (–S … CH3

… O–) (Fernández et al. 2007) as the tran-
sient intermediate with short lifetime (Fu et al. 2021). While
theorientationsof the groupsand thenature of the cavity that
likely occur in theorder of 100ns timescales (Patra et al. 2016)
may be sufficiently represented by ourmodel for the purpose
of stabilizing the complex, further work with appropriate
force-field modifications for penta-coordinate carbon is
needed for a more detailed analysis of the geometry and
energetics of the transition state.

To gain insights into the DNA repairmechanism of AGT,
we performed umbrella sampling and calculated free energy
and presented results in Figure 4 from 10 ns simulations.We
also performed the sampling with 20 ns up to COM distance
of 40 Å for Complex-I and we did not see much change
compared to the 10 ns sampling. This comparison is shown
in the Supplementary Material (Figure S4, Section S7).
Figure 4 shows the free energy as a function of separation
distance between AGT and DNA for both systems – with
methylated GUA and with methylated CYS, representing the
pre- and post-transfer of the methyl group. In actual post-
transferprocess, slight displacement of theAGThelix 6 in the
helix-turn-helixmotif resulting from the steric hindrancedue
to methylation of CYS145 may facilitate the release of the
repaired DNA from the cavity, and subsequent ubiquitina-
tion and protein degradation (Daniels et al. 2000). In our
simulations, only a slight increase in RMSD is observed
(Figure 2B) in complex III (post-transfer) compared to com-
plex I (pre-transfer) and the process of conformational
changes resulting in the repaired base release is difficult to
obtain in our computational timescales. Here, the post-
transfer separation of DNA-AGT was studied with manual
translation of DNA relative to AGT with an increment of 1 Å
displacement along the negative x-direction.

The COM distance as a reaction coordinate allows us to
track the free-energy changes for both of these processes and
compare the differences in the affinity for the methylated
versus demethylated GUA in the catalytic cavity. The inter-
action energies (shown in Figure 2A) were not able to clearly
differentiate the structural changes, which is understand-
able but the free-energy calculations, more relevant to the
binding assays, do show the difference between pre- and

post-transfer. The methylated GUA is found to have an af-
finity of ΔΔG∼ − 1.3 kcal/mol in the cavity compared to the
unmethylated GUA after the methyl group is transferred.
This, as well as the nature of the free-energy curve, provides
an insight into the base demethylation mechanism of AGT.
Finally, our study encompasses the pre-transfer, model in-
termediate and post-transfer complexes, and separation of
the AGT and the damaged (methylated) DNA base and pro-
vides models for computational investigations of the DNA
repair mechanism as well as for the exploration of cancer
therapeutics targeting these AGT-DNA complexes at various
functional states.

Materials and methods

System setup

Themolecular structures, PDB IDs 1T38 and 1T39 (Daniels et al. 2004),
were taken from the protein data bank to create the input structures for
MD simulations. The PDB structure 1T38 contains the protein-DNA
non-covalent complexwith amethyl group attached to the O6-position
of GUA7 (named as 6OG7) of the DNA (complex-I). The PDB structure
1T39 contains the protein-DNA covalent-complex (complex-II).
CHARMM-GUI (Lee et al. 2016) was used to fulfill the missing residues
in both PDB structures. We used VMD (Humphrey et al. 1996) to create
the non-covalent AGT-DNA systemwithmethylated GUA7 (complex-I)
with CHARMM36m (Huang et al. 2017) force-field. The residue SER145
in the PDB ID 1T38 was replaced with CYS. The GUA methylation
required additional force field parameters, which are given in Sup-
plementary Material (Section S1). Similarly, for generating the
AGT-DNA covalent system (complex-II), we first converted the residue
E1X7 in the PDB ID 1T39 to methylated GUA7 and then applied a patch
to connect the methylated GUA7 and CYS145, resulting in a covalent
bond between the protein and DNA. Finally, the non-covalent
AGT-DNA system with methylated CYS145 (complex-III) was set up
using the PDB ID 1T38 with additional set of force-field parameters for
CYS methylation. The additional topology and parameters used to
generate all the three complexes are given in Supplementary Material
(Sections S1 and S2). Each of these complexeswas solvated with TIP3P
water in cubic box and electrically neutralized by adding NaCl. The
non-covalent complexes-I and -III used in the umbrella sampling
simulations were solvated in orthorhombic boxes.

Molecular dynamics simulation

All-atommolecular dynamics (MD) simulations were performed using
the NAMD simulation package (Phillips et al. 2005). The CHARMM36m
(Huang et al. 2017) force field was used in simulations of all the
complex structures. The additional force field parameters that were
used to simulate the three different complexes are given in the Sup-
plementaryMaterial (Section S2). TheParticleMeshEdward (PME)was
used for the long-range interactions with a 12.0 Å non-bonded cutoff.
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The energy minimization was performed for 10,000 steps, using the
conjugate gradient and line search algorithm. Each system was then
equilibrated with harmonically restrained heavy atoms at 300 K using
1 fs time step. The production runs were performed using Langevin
dynamics with a damping constant of 1 ps−1 under CPT conditions.

Umbrella sampling

Umbrella sampling was performed for the complex-I and complex-III
systems. We prepared 19 different 1 Åwindows for each systemwith the
AGT protein taken as a reference molecule and DNA was translated
along the negative x-direction by manual displacement. The window
size ensures the sufficient overlapping of successive windows to cover
the entire reaction coordinate space (Banavali and MacKerell 2002;
Luzhkov 2017; Sugita et al. 2000). The reaction coordinatewas chosen as
the distance between the center-of-mass (COM) of AGT and DNA along
the negative x-axis. To make the necessary overlapping reaction co-
ordinates, a bias potentialV(x) was used to force the system to fluctuate

in coordinate space, which is given by, V(x) = 1
2ki(x − x0)2, where x0 is

the harmonic constraint defining a center of window i (i = 1 to 19), and
force constant ki is the window width. Although the harmonic potential
fluctuates the system to overlap the reaction coordinates, the windows
are still unbiased. We used the force constant of 1.5 kcal mol−1 Å−2.

Data analysis

VMD (Humphrey et al. 1996) was used to analyze the simulation tra-
jectories and visualize the structures. The NAMD energy plugin,
available in VMD was used to calculate the non-bonded interaction
energies; electrostatics (E ), van der Waals (VDW) contributions. The
potential energy contributions to electrostatic and VDW energy are

given by UE = q1q2
4πϵ0r and UVDW = 4ϵ[(σr)

12
− (σr)

6], respectively (Phil-

lips et al. 2005), where q1 and q2 are charges of the interacting pairs
separated at a distance r, ϵ0 is the permittivity of the free space, ϵ is the
depth of the potential well, and σ is the distance at which the potential
energy is zero. VMD was used to analyze hydrogen bonding between
AGT residues and DNA nucleotides. The free energy was estimated by
theWeighted Histogram Analysis Method (WHAM) (Kumar et al. 1992)
program. GaphPad prism (San Diego, CA) was used to plot the graphs.
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a b s t r a c t

A glucose molecule, simple structure of carbohydrate, has many functions in our body. It is transported to
every cell and served as of energy source. The investigation of transport properties of glucose in aqueous
medium would be useful to understand the body metabolism. In this research work, molecular dynamics
(MD) simulations have been utilized to study the transport and structural properties of glucose in water
at different temperature (298.15 K, 303.15 K, 308.15 K, and 312.15 K). The self diffusion coefficients of
glucose and water have been estimated from mean square displacement plot (MSD) by using
Einstein’s relation. Further, Darken’s relation has been used to find the binary diffusion coefficients of
the mixture. The structural analysis of the system has been estimated with the help of radial distribution
function (RDF) of its constituent atom/molecule pairs. The outcomes from the MD simualtions depicts
that the temperature dependence of self diffusion coefficients of solute and solvent follow Arrhenius
behavior, which further assist to calculate the activation energy of the system. The results from the pre-
sent work agree well with the previously reported experimental values.

� 2021 Elsevier B.V. All rights reserved.

1. Introduction

Carbohydrates are the basic biomolecules that serve as the
major source of energy in biological cells. They contribute as the
essential structural components in tissues and have central role
in nutrition [1,2]. These molecules perform the collaborative works
with the other biomolecules like proteins, nucleic acids and lipids
[3]. They are found in all types of organisms ranging from bacteria
to whale and in plants as well [4]. The sugars (except the pentose
sugar in nucleic acids), starch and cellulose belong in this molecu-
lar category [5].

The molecular structural of a carbohydrate molecule is repre-
sented by Cm(H2O)n with same or different numerical values of m
and n. In this research work, we have taken the condition of
m = n = 6 that gives a single glucose molecule (C6H12O6) with a
subcategory of carbohydrate [6,7]. A glucose molecule has molec-
ular weight 180.16 g mol�1 with approximate density of 1.54 g
cm�3. It is most abundant form of monosaccharide (CnH2nOn). It
can remain in the acyclic as well as cyclic form [8]. In our work,
we have taken the cyclic (ring form) as shown in Fig. 1. It travels
in body cells through the bloodstream.

The food we eat is the major source of glucose [9]. It is received
from plants in the form of complex molecular structures. These
complicated molecules are dissoved by the digestive jouces in

the digestive tracts and a glucose molecule (a type of monosaccha-
ride molecule), a subcategory of carbohydrate, is formed. Then, it
dissolves in the blood stream and transported into the various cells
of body tissues [10,11]. As the transportation of glucose takes the
path of our blood stream to our cells, it is commonly called the
blood glucose or blood sugar [5]. Insulin hormone is responsible
in the movement of glucose. Insufficient insulin production may
cause the health problems [12]. Glucose is to be transported into
every cell of the body. Many organs within our body perform
works without interruption throughout the life [13]. Brain cells
consume glucose in high rate, since it controls every automatic sys-
tem in the body. Liver, heart, kidney and intestine perform their
work even during the sleeping period. Glucose provides energy
for their regular work [14,15]. Besides such essential functions,
unnecessary deposition of glucose in body cell causes health com-
plications. Diabetes is one of the serious health problems due to
the excessive flow of glucose in blood stream. In the worst condi-
tion, immoderate concentration of glucose in body cell causes the
cancer [16].

Physiological process influences when the blood glucose
decreases below normal level. The consequences can be coma, per-
manent brain damage, trouble talking, confusion, seizure or death
[17]. Lack of proper concentration of glucose in tissues causes the
serious physiological consequences like kidney failure, cardiovas-
cular diseases, blindness and many more [18]. Determining the dif-
fusivity and permeability coefficient are very notable for diagnosis
and therapy of various human diseases [19]. Furthermore, several
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research studies show that hyperglycemia is associated with
COVID-19 mortality[20].

Glucose works as the body fuel in order to carry out the cell
metabolism in correct way. It has the significant contribution in
energy storage at different parts of the body [21]. It stores the
energy in the form of glycogen, which is essential in driving the
internal body parts like liver, kidneys, muscles, lungs, and many
parts of nervous system. In addition to the energy storage function,
it is an important substrate in the biochemical reaction and also
acts as the supplementary stuffs of proteins and fats as a build
material [22]. It is transported throughout the body to perform
such important functions [23]. Motivated by these important func-
tions of glucose in various tissues, we have investigated transport
property of glucose within aqueous environment. We have per-
formed molecular dynamics simulations to examine diffusion coef-
ficient of glucose in water. We believe that this work provides an
alternative method of study on transport property of glucose in liv-
ing body.

The structure of this article is so organized that immediately
after this part, the theoretical background of ‘‘Diffusion Coefficient”
is presented. Then, molecular model, its system setup and simula-
tion procedures are explained in the ‘‘Methods and Methodology”
section. The outcomes of entire work are presented, analyzed and
discussed in the ‘‘Results and Discussion” section. Conclusions
and possible extension of the work is briefly discussed in ‘‘Conclu-
sions and Concluding Remarks section”.

1.1. Diffusion coefficient

Several food substrates are transported randomly (i.e., diffused)
throughout our body via water medium. Glucose, as a the substrate
in the body, is to be approached in every cell to burn with oxygen,
which is essential to generate the energy. The diffusion of such
substrate molecules is remarkebly affected by temperature varia-
tion and concentration inhomogeneity [24,25]. In cellular environ-
ment, a small variation in blood temperature may affect the
significant variation of diffusion of molecular contents [26,27]. Dif-
fusion coefficient is utilized to measure the transportation phe-
nomenon of substrate in the aqueous medium. The coefficient
can be taken within the medium of identical molecules or in the
different molecules.

Self-diffusion depicts the migration of a molecule within the
group of identical molecules such as the diffusion of water mole-
cule within the water environment [28]. The self-diffusion coeffi-
cient is calculated by Einstein’s relation and can be utilized to
estimate the self-diffusion coefficient of a substance by using mean
square displacement (MSD) plot against time (t). For three dimen-
sional system, self diffusion coefficient is deduced from mean
square displacement [25,29] and is written as,

D ¼ lim
t!1

½rðtÞ � rð0Þ�2
D E

6 t
ð1Þ

where, ½rðtÞ � rð0Þ� represents the displacement of particle from ref-
erence point at time t. The symbol . . .h i indicates the ensemble aver-
age. The ensemble average is taken over all atoms of the component

in the simulation and all time origins [30]. In Eq. (1), ½rðtÞ � rð0Þ�2
gives the MSD of diffusing particle and the best fitted line for
MSD versus time gives the straight line, which is employed to cal-
culate self diffusion coefficient (D).

The diffusion of a substance in another substance is, of course, a
binary or mutual diffusion and is quantitatively studied in terms of
binary diffusion coefficient [31]. In our work, we have calculated
the self diffusion coefficients of glucose (solute) and water (sol-
vent) separately by using Einstein’s relation and then, these calcu-
lated self-diffusion coefficients were employed to estimate binary
diffusion coefficient using Darken’s phenomenological relation
[32],

DAB ¼ NBDA þ NADB ð2Þ
where, DAB is the binary diffusion coefficient, DA is self-diffusion
coefficient of species A;DB is self diffusion coefficient of species
B;NA is the mole fraction of species A and NB is the mole fraction
of species B.

2. Methods and methodology

This section incorporates basic concepts on modeling of glucose
molecule, molecular system setup in aqueous environment and
simulation procedure.

2.1. Molecular models

Glucose molecule (C6H12 O12) is electronically neutral. It con-
tains aldehyde group (CH2OH) and double bonded oxygen, which
are covalently bonded with 6C atoms. Of course, the different
atoms present in this molecule contain different partial charges,
though it is electrically neutral. So, total potential energy of the
system comprises both bonded and non-bonded interactions.
Bonded interaction includes bond length stretching, bond angle
variation and dihedral (improper and proper) angle, which con-
tribute in bonded potential. Besides, bonded interactions, non-
bonded interactions also play crucial role to provide the potential
energy in the molecule. Non-bonded interaction are coulomb
potential and Lennard-Jones potential that are pairwise additive
[29]. These potentials are essential to form a stable glucose
molecule.

2.2. System setup and simulations

Three glucose molecules are extracted from protein data bank
with PDB ID 4I3U [33]. There were several other molecules exist
in the 4I3U complex, we have chosen the glucose molecules as
our target of investigation. Then, these glucose molecules were sol-
vated in a cubical box of dimensions 4.5 � 4.5 � 4.5 nm3 having
1670 number of water molecules as shown in Fig. 2. The extended
simple charge (SPC/E) [34] water was used. No ions were added,

Fig. 1. Schematic representation of a glucose molecule. Its five hydroxyl (OH)
groups are arranged in a specific way along its six-carbon back.
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since the system was already chargeless. The bonded interaction;
angles, bond length, dihedrals as well as non bonded interaction:
partial charges, sigma epsilon, are parameterized in the Optimized
Potentials for Liquid Simulations-All Atom (OPLS-AA) force fields
by default. We performed the molecular dynamics (MD) simula-
tions to estimate the transport properties of glucose. GROningen
MAchine for Chemical Simulations 5.1.1 (GROMACS 5.1.1) software
program [35] was used for the MD simulations. The simulations
were performed at four different temperatures; 298.15 K,
303.15 K, 308.15 K, and 312.15 K. OPLS-AA force field parameters
were used for entire simulations work. The MD simulations were
performed in three steps: energy minimization run, equilibration
run and production run. The PDB structure of the glucose mole-
cules that we have taken were modeled from X-ray diffraction
(XRD) technology. The coordinates taken from this method may
not be precisely accurate so that the molecule may not be at the
minimum potential energy state. Moreover, PDB structure doesnot
contain the hydrogen atoms, they are to be filled with the software
program and are the sole guessed coordinates. These guessed coor-
dinates also produce the high potential energy [36]. To eliminate
all such types of errors in coordinates, energy minimization run
was performed.

To restore the molecular system in cellular environment, we
have propagated the equilibration run. This simulation run main-
tains the system in suitable temperature and pressure [37]. Pres-
sure coupling was done using Berendson barostat to pressure
1 bar. st = 0:01 ps and sp = 0:8 ps was taken to maintain constant
temperature and pressure coupling time. The initial velocity was
generated according to Maxwell–Boltzmann distribution function
at various temperature. Particle Mesh Ewald (PME) type is used
for long range coulomb interaction with fourier spacing of 0.12
nm with cut off distance of 1.0 nm [29,30]. Then, each system
was carried out production run 100 ns under NVT condition. The
outputs obtained from the simulations were visualized and ana-
lyzed by using analysis tools in visual molecular dynamics (VMD)
[38]. Xmgrace was used to plot the graphs.

3. Results and discussion

In this work, we have carried out molecular dynamics simula-
tions to estimate the bonded and non-bonded energy profile of the
glucose molecule. Furthermore, we have estimated self diffusion
coeffient of water and glucose, and then binary diffusion coefficient
as well as structural properties of glucose molecules in water.

3.1. Energy minimization and equilibration

The molecule taken for the consideration is usually in higher
energy state. In the beginning of the MD simulations, the potential
energy of the molecule should be drawn at the local minimum
energy state to ensure that the system for simulation was in one
of the local minima. If the molecule at higher energy state is
directly carried out for the production run, system may not be
energetically converged, which might mislead the outcomes from
the actual result. Therefore, we have performed the energy mini-
mization run so that the steric hindrance among the atoms within
the molecules could be removed.

After energy minimization, equilibration run was performed for
100 ns under NPT condition. Equilibration run could maintain the
temperature and pressure at the realistic condition that can mimic
the real condition of the living cell. We maintained the pressure
and temperature of the systems at our targeted values. In addition,
we have estimated the density of the system for all four different
temperature. The density of the systemwas found comparable value
ofwater, sincemost of thepart is occupiedwithwater. Thedensityof
the systemwas observed decreasing as the temperature increasing.

Table 1 lists the equilibrium temperatures and densities of the
system at respective coupling temperature.

3.2. Energy profile

Bonded and non-bonded interactions contribute to form a stable
glucosemolecule. The bond stretching, angle variation, and dihedral
angle change exist in bonded interaction. This type of interaction is
contributed by chemical bonds, specifically the covalent bonds in
glucose molecule. Besides, these bonded interactions, both short
range and long range non-bonded interactions provide leading role
to form the molecule. Thus, total potential energy is the sum of
bonded and non-bonded potential energies. The molecule at tem-
perature greater than absolute zero possesses certain kinetic energy.
Therefore, total energy of the system is the sum of the total kinetic
energy and the potential energy of all the atoms. From the Fig. 3,
the energies due to bonded interactions have relatively small posi-
tive values in comparison to overall energy profile. Likewise, Lenard
Jones (LJ) interaction energy is positive with an average of
(15324.64.20� 1.55) kJmol�1. The coulombpotential energy is neg-
ative with value of (�93539.45 � 1.47) kJ mol�1. Hence, the total
potential energy was found to be negative with the value
(�76526.90 � 1.10) kJ mol�1. This illustrates that coulomb interac-
tion has the dominating effect in overall contributions of bonded
and non-bonded interactions. Further, the value of kinetic energy
was observed (12594.50 � 0.16) kJ mol�1. Even though, the kinetic
energy is also positive, the total energy of the system is negative
because of the larger negative magnitude of potential energy. As a
result, the total energy is (�63932.40�0.13) kJmol�1. This indicates
that our system is bound and in stable equilibrium.

3.3. Self diffusion coefficient of glucose

The self diffusion coefficients of glucose molecule have been
estimated for four different temperature. The value of self diffusion
coefficient was calculated in according to the Einstein’s equation as
given in Eq. 1. Although the production run was done for 100 ns,
the MSD curves were plotted for 6 ns to get the better statistics
and to obtain linear nature of MSD curve. Fig. 4 depicts the MSD
versus time plot of glucose for 6 ns with their respective linear
fit at different temperature. It is found that, slope of MSD increases
with increase in temperature, which in turn implies that self diffu-
sion coefficient increases with increase in temperature. The self
diffusion coefficient of glucose molecule at different temperature
has been presented in Table 2.

Fig. 2. Structure of simulation box with molecules after energy minimization.
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3.4. Self diffusion coefficient of water

We have estimated self diffusion coefficient of water at differ-
ent temperature using the same approach of Einstein’s relation.
Even though several researches have been carried out to estimate
the self diffusion coefficient of water, we also determined here to
validate our results for glucose molecule [40,41]. Moreover, we
need self diffusion coefficient of both glucose and water to find
the mutual diffusion of glucose in water. Fig. 5 shows the MSD

plots of water at different temperature for 6 ns with the corre-
sponding linear fit. From Fig. 5, it is lucid that slope of MSD plot
increases with increase in temperature, it successively infers that
self diffusion coefficient of water increases with increase in tem-
perature. The self diffusion coefficient of water obtained from the
simulation was also compared with the experimental value. As
the simulation and experimental values in water were found com-
parable, this also validated the result of self diffusion coefficients of
glucose. The self diffusion coefficient of water at different temper-
ature are also presented in Table 3. The percentage error of exper-
imental and simulated results are also mentioned in the Table 3.
The result of simulated value is compared with the experimental
paper and are in good agreement within 8.5% error.

3.5. Binary diffusion coefficient

The binary diffusion coefficient is calculated using Darken’s
relation and is close to self diffusion coefficient of solute due to
low concentration of solute in the solution. We have simulated 3
glucose molecules and 1670 water molecules in a cubical simula-
tion box, that contains total 1673 molecules. Therefore, the mole
fraction of glucose molecule is 0.00179 and that of water molecule
is 0.99821. Here, mole fraction of water dominates at all, from the
Darken’s relation the binary diffusion coefficient of glucose
becomes very much close to the self-diffusion coefficient of glu-
cose. Table 4 represents the simulated values of binary diffusion
coefficient of glucose-water system at different temperatures.
The simulated results in this work are compared with the experi-
mentally reported value and it is found that the results of the sim-
ulation are within the reliable error range and the maximum
deviation is about 31.8%.

3.6. Temperature dependence of diffusion

The movement of molecules in a system depends on its temper-
ature. As the temperature increases, kinetic energy of the mole-
cules increases, which ultimately enhances the molecular
diffusion in the same medium or in the mixture. This temperature

Table 1
Temperature and Density of system after equilibration run.

System Coupling Temperature (K) Equilibrium Temperature (K) Equilibrium Density (kgm�3) Reference Density (kgm�3) [39]

I 298.15 298.150 � 0.007 995.621 � 0.044 997.040
II 303.15 303.140 � 0.006 992.975 � 0.033 995.650
III 308.15 312.141 � 0.009 990.200 � 0.036 994.049
IV 312.15 312.139 � 0.007 987.001 � 0.046 992.597
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Fig. 3. The energy profile of the system at T = 298.15 K.
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Fig. 4. MSD plots for glucose obtained from simulation and their linear fit at
different temperatures.

Table 2
Self-diffusion coefficient of glucose at different temperature obtained from
simulation.

Temperature Self Diffusion of glucose
(K) (Dself

Gla � 10�9) m2 s�1

298.15 0.84790 � 0.00012
303.15 0.95378 � 0.00011
308.15 1.09517 � 0.00004
312.15 1.13171 � 0.00002
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Fig. 5. Linear fit of MSD of water at different temperature.
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dependent nature of the diffusion coefficient is formulated by the
Arrhenius relation, [26].

D ¼ Do exp
�Ea

NA kB T

� �
ð3Þ

where, D0 is the pre-exponential factor also called frequency factor,
Ea is the activation energy for diffusion, Tis the absolute tempera-
ture, NA is the Avogardo’s number, and kB is the Boltzmann con-
stant. D0 and Ea are called the activation parameters of diffusion.
The activation energy of diffusion process is given by the Eq. 4.

Ea ¼ �NA kB
@ lnD
@ð1=TÞ ð4Þ

The relation in Eq. 4 corresponds to negative slope of the Arrhenius
diagram, which is a plot between ln(D) and reciprocal of absolute
temperature. The intercept of extrapolated Arrhenius line 1

T ! 0,
yields the pre-exponential factor D0. In this work, activation energy
evaluated from Arrhenius relation that gives the minimum possible
energy required to diffuse itself (self-diffusion) and in water (binary
diffusion) of glucose molecule. Fig. 6 shows the Arrhenius diagram
for self-diffusion coefficient of glucose. This diagram is very impor-
tant to evaluate the activation energy of the molecules in a system.
Activation energy gives the minimum energy required to proceed
the reaction. The value of this energy relies on the energy barriers
encounter during the reaction process. The activation energy for
self-diffusion coefficient of glucose estimated from the slope is
equal to 16.74 kJ mol�1. In the molecular system which we have
taken for the consideration contains maximum part of water. Con-
sidering the water as the reference molecule to examine the validity
of the result regarding the activation energy of glucose, we also esti-
mated the activation energy of water. Significant correlation of esti-
mated value of activation energy with the experimental value
ensures the validity of our result in case of glucose molecule as
same system was taken for the simulations. Fig. 7 shows the Arrhe-
nius diagram for self-diffusion coefficient of water. The activation
energy for self-diffusion coefficient of water estimated from the
slope is equal to 15.46 kJ mol�1.

After the estimation of activation energy of glucose and water,
we deduced the binary diffusion coefficient of glucose in water at
different temperature. The estimated values at various tempera-
ture have been compared with the experimental value. Fig. 8
shows the relation of binary diffusion coefficient of water-
glucose system with temperature. Also, the activation energy of
glucose in water deals the energy required to diffuse glucose in
aqueous environment. The activation energy for binary-diffusion

coefficient of water-glucose mixture estimated from the slope is
equal to 16.78 kJ mol�1 and presented in Table 5. The simulated
value of activation energy for binary mixture of glucose agreed
with the experimental value within 5.35% error. The estimated
value from simulation has the good agreement with experimental
value within an error of 13.10%. Such error occurred in water might
be due to the fact that our system consists of water and glucose
molecules, whereas the experimental result was recorded for pure
water.

Table 3
Self-diffusion coefficient of water at different temperature obtained from simulation.

Temperature Experimental Simulated % Error
(K) (DExp

wat � 10�9) m2s�1 (DSim
wat � 10�9) m2s�1

298.15 2.299 [42] 2.49633 � 0.00003 8.50
303.15 2.597 [42] 2.74113 � 0.00004 5.54
308.15 2.895 [42] 3.03713 � 0.00002 4.91
312.15 3.183 [43] 3.28914 � 0.00011 3.33

Table 4
Binary-diffusion coefficient of glucose in water at different temperature obtained
from simulation.

Temperature Experimental [44] Simulated error
(K) (DExp

wat � 10�9) m2s�1 (DSim
wat � 10�9) m2s�1 % Error

298.15 0.651 �0.001 0.85085 � 0.00012 30.6
303.15 0.740 �0.007 0.95664 � 0.00011 29.3
308.15 0.832 �0.006 1.09865 � 0.00003 31.8
312.15 0.924 �0.007 1.13557 � 0.00002 22.8
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Fig. 6. Arrhenius plot of the self-diffusion coefficient of glucose.
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3.7. Radial Distribution Function (RDF)

Pair correlation and structure of system was studied from radial
distribution function (RDF). It provides the preferred position of
one particle with respect to other particle. Structure of solvent
can be interpreted using RDF as it depicts how density and proba-
bility vary with distance [46].

3.7.1. Radial distribution function of solvent
RDF of oxygen atom of water (OW) in reference to oxygen atom

of another water molecule (OW) is presented in Fig. 9. The value of
g(r) is zero up to certain region from origin, that is called excluded
region. It is the region, where the probability of finding particle
with respect to the reference particle is zero. The value of r for
OW � OW is 0.32 nm, and its corresponding van der Waals radius

is 21=6r � 0.36 nm. This implies that the atoms do not come closer
to each other than van der Waals radius. The exclusion region is
due to LJ interaction and repulsive coulomb interaction. From
Table 6, it is found that value of excluded region is less than that
of van der Waals radius and thus, it agrees with the theory that
there is zero probability of finding particles in excluded region.
In the Fig. 9, three distinct peaks of height 3.142, 1.127, and
1.045 corresponding to distance 0.274 nm, 0.452 nm, and
0.682 nm at temperature 298.15 K were observed. This explains
radius of first coordinate shell of oxygen of water around reference
oxygen of water is 0.274 nm. Beyond third peaks, the value of g(r)
was obtained unity indicating that there is no correlation between

oxygen in water molecules. From the Table 6, it is clear that the
magnitude of peak decreases but width increases with increase
in temperature. Such effect in the graph accounts for the fact that
thermal agitation increases with increase in temperature.

In Table 6, ER represents Excluded Region, FPP represents First
Peak Position, FPV represents First Peak Value, SPP represents Sec-
ond Peak Position, SPV represents Second Peak Value, TPP repre-
sents Third Peak Position and TPV represents the Third Peak Value.

3.7.2. Radial distribution function of OW-C2
In the present work, C2 represents the carbon atom of the alde-

hyde group of the glucose molecule, and OW is the oxygen of the
water molecule. Both C2 and OW are negatively charged; there
exists repulsive coulomb interaction between them. The value of
r for OW � C2 is 0.350 nm, and its corresponding van der Waals
radius is 21=6r � 0.392 nm. The increase in van der Waals radius
between OW and C2 increases the ER, FPP and SPP in comparison
to the gOW�OW curves as represented in Fig. 9. RDF at different tem-
perature is shown in Fig. 10 and the details of the curves are listed

Table 5
Activation energy of the system.

System Activation Energy ðEaÞ kJmol�1 Percentage Error

Simulated Experimental

Water 15.46 17.79 [45] 13.10
Glucose 16.74

Binary mixture 16.78 17.75 [44] 5.35
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Fig. 9. Plot of RDF gOW�OW at different temperatures.

Table 6
Details of simulation data for the RDF gOW�OW ðrÞ at different temperatures.

Temperature ER FPP FPV SPP SPV TPP TPV
(K) (nm) (nm) (nm) (nm)

298.15 0.240 0.274 3.142 0.452 1.127 0.682 1.045
303.15 0.240 0.274 3.077 0.454 1.110 0.684 1.044
308.15 0.240 0.276 3.044 0.452 1.108 0.686 1.042
312.15 0.240 0.276 3.008 0.452 1.101 0.688 1.040
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in Table 7. After the second peak there is no prominent peak, and
the curve is straight line beyond 1 nm, which implies that there
is no pair correlation. From the Table 7, it is clear that the magni-
tude of peak decreases but width increases with increase in tem-
perature. Such effect in the graph accounts for the fact that
thermal agitation increases with increase in temperature. From
the 7 it is clear that the excluded region is 0.280 nm which is less
than van der Waals radius and thus, it agrees with the theory that
there is zero probability of finding particles in excluded region.

3.7.3. Radial distribution function of OW-H18
In this part, H18 is the hydrogen of aldehyde group of glucose

molecule and OW is the oxygen of the water molecule. H18 has
partially positive charge, whereas OW is negatively charged, there-
fore highly attractive coulomb interaction exists between them.
This leads to decrease in ER, FPP, SPP and TPP values in comparison
to the gOW�OW curves as presented in Fig. 9. The RDF curve at differ-
ent temperature is illustrated in Fig. 11. At temperature 298.15 K
the FPP is 0.188 nm with the corresponding peak value 0.971,
the SPP is 0.344 nm with the corresponding peak value 1.002,
and the TPP is 0.526 nm with the corresponding peak value
1.024. After the third peaks, there is no prominent peak and is
almost straight line beyond 1 nm, which implies there is no pair
correlation. Similar trend is followed by the RDF at 303.15 K,
308.15 K, and 312.15 K with peak position and peak height as listed
in Table 8. The height of the peak is slightly decreasing and the
width is increasing with increasing in temperature of the system.
Table 8 shows that there is excluded region, which indicates that
other factors rather than van der Waals interaction; like as Cou-
lomb interactions, bonded interactions and many-body effects
are highly dominated.

4. Conclusions and concluding remarks

This work has been carried out under classical molecular
dynamics simulation in order to study the diffusion of binary mix-
ture of 3 glucose molecules and 1670 water molecules at different
temperature; 298.15 K, 303.15 K, 308.15 K and 312.15 K. The molar
concentration fixes to 0.1 mol dm�3 to mimic the experimental
concentration. Density variation with temperature and energy pro-
files of the system have been studied at different temperature
mentioned above to confirm and test the equilibrium state of the
system. Equilibrium structure of solute and solvent is studied via
radial distribution function of different component of the system.
The analysis of RDF plots at different temperature reveals that

the system becomes less organized with increase in temperature.
Self diffusion coefficient of water is in good agreement with exper-
imental data within 8.5% of deviation at most. The simulated value
of binary diffusion coefficients of the systems are also in agreement
with experimental data with maximum deviation of 31.8%. Such
error is obtained due to different water model used in experimen-
tal and in simulation process and due to some interaction param-
eters present in simulation box. They follow the Arrhenius
Behavior and the activation energy of water and the binary mixture
(of water and glucose) calculated from the present work agree well
with the available experimental values.

Through this study, we can infer that outcomes from the molec-
ular dynamics simulation is reliable and is useful in the future
study. In future, we intent to extend our research work to study
other transport properties like viscosity, thermal conductivity at
different temperature with different concentrations. Further more,
this work can be extended by varying pressure, temperature, and
solvent apart from water. In addition, we plan to study large and
complex structure of carbohydrates in water and in blood to
understand the biological phenomenon within the body.
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ABSTRACT 

Human thymocyte nuclear protein 1 (hTHYN1) is one of the DNA binding proteins. It is essential for the regulation of 

Pax5 expression and the development of B cells in humans. Its thermodynamic and biological functions have been 

unclear yet. The study of the binding mechanism of hTHYN1 protein with DNA is essential to understand various 

biochemical functions in the human body. In this work, molecular dynamics (MD) simulations have been performed to 

understand the binding mechanisms of double methylated DNA (dmDNA) at cytosine nucleotide with hTHYN1 protein. 

Hydrogen bonding and other non-bonded (electrostatics and van der Waals) interactions among the residue-nucleotide 

pairs have been observed during the MD simulations and are also found responsible to form protein-DNA complex and 

to provide the stability of the structure. No salt bridges and hydrophobic interactions have been detected.  Some of the 

protein residues in hTHYN1 have been found to strongly cooperate in the formation of the DNA-protein complex. 

Arginine residue of hTHYN1 has been observed as a major contributor in binding to the DNA. Many other residues also 

have significant roles in binding with DNA.
 

Keywords: Contact score, DNA-protein complex, Hydrogen bonding, Non-bonded interactions  

INTRODUCTION 

Deoxyribose nucleic acid (DNA) and protein interactions 

play important roles in various biological processes like 

DNA damage repair, DNA replication, transcription, 

recombination, regulation of gene expression, and 

packaging of chromosomal DNA (Narayanan, 2010). 

DNA binding proteins act as an enzyme that catalyzes the 

biological reaction during the interaction with DNA. 

DNA-protein interactions may be specific or non-specific. 

In a specific binding mechanism, the specific site of a 

protein interacts or wraps the DNA helix groove; 

however, the protein may interact at a random position of 

DNA (Jackson & Bartek, 2009; Tubbs et al., 2007). In 

present work, a double methylated DNA at 5m-cytosine 

(methylation at 5
th

 carbon of nucleobase) and human 

DNA binding protein hTHYN1 complex has been taken 

into account. 

Human thymocyte nuclear protein 1 (hTHYN1) contains 

167 amino acid residues. It is mostly found in the cell 

nucleus. It is a highly conserved protein, i.e., remains 

unchanged, and is useful in the development of B cells in 

mammals (Fujita et al., 2018; Yu et al., 2009). The 

experimental finding reveals that it is dispensable for 

regulation of Pax5 gene expression and development of B 

cells at least in two mammals, humans, and mice.  Even 

though a few cellular functions of hTHYN1 protein in the 

human body have been understood, its interacting 

mechanisms with DNA are still unclear (Kitaura et al., 

2019). Methylation of DNA nucleotide can causes DNA 

damage. Methylation occurs due to the covalent addition 

of methyl-adduct (CH3) at a point of DNA nucleotide. 

DNA methylation may occur one of the nucleobases or at 

the backbone of DNA. It may occur in a single point or 

many points of a DNA molecule. Among several base 

methylation mechanisms, 5-methylcytosine (5-mcyt) is 

the most common type of DNA base in both eukaryotes 

and prokaryotes (Pfeifer et al., 2019; Seiler et al., 2018). 

Methylation at nucleobase causes cancer, muscular 

dystrophy, and birth defects (Crone et al., 1996). Besides 

many adverse effects of DNA methylation in living cells, 

it is also helpful in several cases of gene expression and 

changing chromatin structure (Paulsen & Ferguson-Smith, 

2001). 

Non-covalent binding plays a significant role in molecular 

recognition and binding. Bio-molecular recognition 

strongly depends on the convoluted network of non-

covalent bonded interactions. Such type of interaction 

holds for all biological interactions including protein-

protein complex, protein-DNA complex and integral 

membrane proteins (Contreras et al., 2012; Etheve et al., 

2016; Wan et al., 2013; Zhang et al., 2016). A study on 

the influences of these interactions in binding DNA and 

protein molecules revealed many important body 

mechanisms (Donald et al., 2007). 

DNA and protein interactions among the amino acid 

residues of protein and nucleotides of DNA may bring 

structural changes in both protein and DNA molecules. 

The binding process and the cooperative character of 

these molecules have great importance to deal with the 

proper functioning within the human body (Mackerell & 

Nilsson, 2008; Peng et al., 2018). In this work, we dealt 

with the residues in protein and nucleotides in DNA that 



 

 

Intermolecular interaction of hTHYN1 protein with double methylated DNA at 5M-cytosine nucleotide 

38 

 
 

contribute to non-bonded interactions. Various works on 

DNA-protein interactions have been carried out so far, 

however, the molecular binding mechanism of hTHYN1 

and dmDNA via non-covalent bonding has not been 

studied yet (Kitaura et al., 2019). To our best knowledge, 

MD analysis of hTHYN1-DNA complex would be a 

novel work in this area. 

The details of simulations set up and methods of 

recognizing the significantly binding residues in the 

DNA-protein complex, and their non-bonded energy 

estimation was discussed. We presented the findings and 

expressed the consequences of the research in 

mathematical and graphical representations.     
 

MATERIALS AND METHODS 

System setup 

The crystal structure of human THYN1 protein in 

complex with 5-methylcytosine containing DNA, PDBID 

5J3E.pdb, was taken to create the molecular system for 

MD simulations. The original pdb structure had a complex 

of targeted protein-DNA in dimer form. This dimer form 

was modeled to monomer by using CHARMM-GUI (Lee 

et al., 2016) online software and then generated new pdb 

and psf structures. The secondary structure of protein and 

DNA complex has been generated from the molecular 

representation view of Visual Molecular Dynamics 

(VMD) (Humphrey et al., 1996) software is shown in Fig. 

1. CHARMM-GUI was also used for the remaining steps 

of molecular system preparation: solvation and ionization. 

The complex was solvated by using the TIP3P water 

model and further, made electrically neutral by adding 21 

excess Na
+ 

ions. Thus, a cubic simulation box with 

dimensions 80 × 80 × 80 Å
3
 was prepared to contain 

47971 atoms including solvent molecules and neutralizing 

ions.  

Molecular dynamics simulations 

All-atom molecular dynamics (MD) simulations have 

been carried out by nano-scale molecular dynamics 

(NAMD) simulation package (Phillips et al., 2005).  

CHARMM36m force field (Huang et al., 2017; 

Vanommeslaeghe et al., 2010) has been used for entire 

simulations. Initializing parameters were supplied through 

Verlet algorithms. The velocity for each atom was 

assigned through Maxwell’s Boltzmann distribution 

(Khanal et al., 2019; Koirala et al., 2020; Phillips et al., 

2005) 

Molecular dynamics simulations have been executed in 

three major steps: energy minimization run, equilibration 

run, and production run. The original pdb structure has 

been estimated from x-ray diffraction (XRD) and nuclear 

magnetic resonance (NMR) techniques. Moreover, 

hydrogen atoms are absent in the original pdb structure, so 

they are to be added by using the molecular system 

building software. The coordinates, thus, assigned might 

have steric hindrance, i.e., atom coordinates might be in 

the wrong position. 

 

Fig. 1. Double methylated DNA at cytosine and hTHYN1 

protein complex  

Therefore, before beginning further MD run to estimate 

the required physical parameters, the structure should be 

stabilized by keeping at absolute zero temperature, called 

the energy minimization run (Adhikari et al., 2018; 

Pokhrel et al., 2019; Walton & Vanvliet, 2006). We 

performed the energy minimization run for 10,000 steps 

with a conjugate gradient algorithm. Particle Mesh Elward 

(PME) was used for the long-range interactions with a 

12.0 Ǻ non-bonded cut-off. Then, the equilibration run 

was continued for 25 ns through the same simulation file 

command at 300 K (27 °C) temperature by coupling 

velocity rescaling thermostat and Berendsen barostat with 

harmonically restrained condition with 1 fs time step.  

Then, the system was forwarded for a 100 ps NPT run 

with a fully unrestrained condition. Finally, the production 

run was performed for the 50 ns under the NVT ensemble 

with a 2 fs time step.
 

Data analysis 

Various tools available in the NAMD plugin package in 

Visual Molecular Dynamics (VMD) (Humphrey et al., 

1996) have been used for the analysis of the outcomes 

after simulations. Also, the Pycontact software package 

(Scheurer et al., 2018) was used to study the hydrogen 

bonding between residue-nucleotide pairs that actively 

involved in binding the molecules. “NAMD Energy” 

plugin package in VMD was used to estimate the non-

bonded energy contributions during the interaction 

between the targeted molecules. Analysis tools available 

in VMD have also been used to analyze the conformation 

change in the DNA-protein complex during the 

simulations. Xmgrace package was used to plot the 

simulated data in graphical form. 
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RESULTS  

Root mean square deviation of complex 

Molecular stability of the hTHYN1- dmDNA complex 

was evaluated from the RMSD plot as shown in Fig. 2. In 

the measurement of molecular deviation, the starting 

structure has been taken as the reference position for the 

calculation. The root mean square deviation (RMSD) 

value has been converged immediately after a short period 

of MD simulation begun and remains stable throughout 

the simulation. The black color indicates the RMSD of 

double methylated DNA (dmDNA) and blue color 

indicates the RMSD of hTHYN1 protein. DNA was found 

slightly fluctuating than the protein molecule during the 

simulation. 

 

Fig. 2. Root mean square deviation of hTHYN1 protein 

and dmDNA 

Non-bonded interaction and hydrogen bonding 

between the hTHYN1 and dmDNA 

Non-bonded interactions (electrostatic and van der Waals) 

were analyzed to investigate the binding mechanism in 

complex formation. During 50 ns MD simulations, the 

contribution of electrostatic interaction was significantly 

higher than vdW in total contribution as shown in Fig. 3. 

Both the electrostatic and van der Waals energy were 

found in negative values. This shows that the hTHYN1 

protein can easily bind to the targeted DNA so that the 

hTHYN1-dmDNA complex is possible. Moreover, the 

potential energy provided by electrostatic and vdW 

interaction was obtained gradually increasing with the 

simulation time progresses. This depicts that the binding 

of hTHYN1 protein and dmDNA gradually increased 

during the simulation. In Fig. 3, black color indicates the 

plot for electrostatic, green color indicates the plot for 

vdW, and blue color indicates the sum of electrostatic and 

vdW interaction energy during the simulation of 50 ns 

time. 

Hydrogen bonding between the hTHYN1 residues and 

dmDNA nucleotides were estimated by using Pycontact 

software. Contact scores have been accumulated with 

atom distance cut off 5 Å and angle cut off 120°. Higher 

the contact score implies the stronger hydrogen bonding 

between corresponding pairs. There were 106 possible 

contacts observed during the simulation. Out of these, 22 

contact pairs have the contact score greater than 1, which 

were noticeable in binding the molecules to be complex. 

Specifically, the hydrogen bonding contact between 

ARG202-GUA10 pair has been found 14.78, which was 

significantly higher in comparison with all other contact 

pairs. Next, ARG202 has another contact with THY9 of 

the DNA with a contact score of 6.36. No hydrophobic 

and salt bridges were observed. The residue pairs for 

significant hydrogen bonding are presented in Fig. 4. The 

positions of most interacting residue-nucleotide pairs are 

shown in Fig. 5(i) and the locations of partners of 

maximum contact score are shown in Fig. 5(ii). 

 

Fig. 3. Non-bonded energy contributions in hTHYN1 

protein and dmDNA 

Pycontact timeline has been shown in Fig. 4 for 50 

frames. The first column shows the labels for contacts, the 

color code represents the contact positions on the nature 

of the interaction. Green color represents the side-chain 

side-chain interaction, yellow color represents the side-

chain back-bone interaction and blue color represents the 

back-bone back-bone interactions. The intensity of the 

color code shows the strength of the hydrogen bonding 

mechanism. The residue-nucleotide pair partners and their 

corresponding contact scores are shown in Fig. 6. Most of 

the contacts have been side chain - side chain interactions. 

Some of the interacting partners were observed 

continuously persist in contact throughout the simulation 

time as shown in Fig. 6. In contrast, some others left the 

partners as soon as the simulation started as shown in Fig. 

7. 

Structural change in hTHYN1 protein and dmDNA 

The structural variation in the complex has been observed. 

The snapshots to investigate the complex for every 10 ns 

time range during the simulations are shown in Fig. 8. Six 

pairs, LEU203-THY9, LEU203-GUA10, SER204-
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GUA10, ARG202-THY9, ARG202-GUA10, and LYS60-

GUA10, were found continuously interacting throughout 

the simulation, i.e., no break in the interaction. These 

pairs significantly contribute to binding the hTHYN1 

protein and dmDNA molecules. 


 

 

Fig. 4. Contact partners of amino acid residues in hTHYN1 protein and dmDNA nucleotides. ARG202 has interacted 

strongly with the DNA nucleotides. Corresponding residue-nucleotide pairs are presented in the left hand column 

and contact scores are presented at the right hand column of Pycontact timeline 

 

 

Fig. 5. Representation of secondary structure of DNA-

protein complex showing the (i) main interacting 

residues of hTHYN1 protein and dmDNA and (ii) 

contact pairs ARG202-GUA10 having maximum 

contact score 

Fig. 8 shows the structural variation of the protein-DNA 

complex in every 10 ns simulation time steps. During the 

simulation time frame, hTHYN1 has continuously been 

interacting with methylated DNA. TYR96 residue 

attempted to intercalate into the DNA backbones. After 20 

ns lapse of simulation time, TYR96 residue was found 

gradually entering into the DNA strands. 

DISCUSSION 

We observed the binding mechanism of the hTHYN1 

protein and dmDNA. Out of many factors, Coulomb 

interaction, van der Waals interaction, and hydrogen 

bonding play a very important role in molecular binding 

(Jayaram et al., 1999; Raut & Lamichhane, 2017). As 

soon as protein molecule approaches at an appropriate 

distance with the most probable state, the non-covalent 

interactions become effective and the protein forms a 

molecular complex with DNA. The prerequisite of finding 



 

 

Rajendra Prasad Koirala, Shyam Prakash Khanal, Sudip Shiwakoti, Narayan Prasad Adhikari 

41 

 

 

the molecular stability of the complex is the evaluation of 

RMSD of the entire molecular system. So, Root Mean 

Square Deviation (RMSD) has been used for the standard 

measure of the structural distance between coordinate sets 

of molecules under MD simulation.  In present work, even 

though the RMSD of DNA of a molecule is greater than 

the protein molecule, both are stabilized shortly after the 

simulation started and found stable throughout the 

simulation. 
 

 

Fig. 6. Plot for contact scores of interacting partners (i) 

GLN97-GUA7 (ii) SER204-GUA10 pairs for 

hydrogen bonding strength gradually increasing 

Furthermore, non-bonded interactions like electrostatics 

and van der Waals interactions play a vital role in non-

covalent bonding interactions (Pantha & Adhikari, 2014; 

Sedhain & Kaphle, 2017). The contribution of 

electrostatics and van der Waals (vdW) interaction energy 

and their combined effect were analyzed using the NAMD 

plugin program in VMD. The magnitude of non-bonded 

interaction energy has been gradually increasing as the 

simulation time progresses, which indicates favorable in 

the cooperativity of binding the molecules in protein and 

DNA. 

Hydrogen bonding between the hTHYN1 residues and 

dmDNA nucleotides has been estimated by using the 

Pycontact software package. This package utilizes the 

structure file and trajectory file that were generated from 

the MD simulation. Out of many tools available in 

Pycontact software, we have analyzed the hydrogen 

bonding and salt bridges between hTHYN1 and dmDNA 

molecules. The role of hydrogen bonding was observed 

significantly high to form the complex; however, salt 

bridge and hydrophobic interaction have not been 

detected. 

 

Fig. 7. Plot for contact scores of interacting partners 

significantly decreasing for hydrogen bonding 

strength in (i) TYR114-GUA11 pairs (ii) SER116-

GUA11 pairs (iii) ARG202-ADE5 pairs 
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Fig. 8. The simulation snapshots of molecules at different 

time steps at (i) 0.0 ns (ii) 10.0 ns (iii) 20.0 ns (iv) 

30.0 ns (v) 40.0 ns (vi) 50 ns


 

Some of the residues interact throughout the simulation, 

however, some others have been found disconnected after 

a short simulation time. Since Coulomb interaction 

dominates in overall non-bonded interaction, the partial 

charge distribution has been unfavorable from an 

electrostatic point of view, so they move away from each 

other. The contact score was found at increasing trend in 

GLN97-GUA7 pairs and SER204-GUA10 pairs; this 

signifies that they were approaching nearer to each other 

so that the interaction between these residues became 

stronger gradually. Also, some other residues have left 

their interacting partners. 

The protein binds to the DNA to perform several 

biological mechanisms like DNA replication, lesion repair 

mechanism, and gene expression. The identification of 

active residues is essential to resolve the complications 

associated with DNA. That's why we investigated how 

protein residues interact with the DNA. Our findings are 

similar to the consequences of the Density Functional 

Theory (DFT) and Atomic Force Microscopy (AFM). 

Density Functional Theory (DFT) study on the targeted 

active residues in a protein that binds to the minor groove 

of DNA has found that some of the residues are 

responsible to provide the stable complex between 

methyl-DNA and DNA repair protein (Jena & Bansal, 

2011). The Atomic Force Microscopy (AFM) study for 

the cooperativity of methyl-DNA and protein residues 

revealed that conformational change within protein 

residues has a dominating effect for a stable DNA-protein 

complex rather than sequence specificity (Daniels et al., 

2000; Tessmer & Fried, 2014). We also performed the 50 

ns MD simulation to identify the interaction mechanism 

of residue-nucleotide pairs. During the simulation, some 

of the residues; LEU203, LEU203, SER204, ARG202, 

ARG202, and LYS60 were found continuously interacting 

with two nucleotides GUA10 and THY9, and enhanced to 

provide the stable structure of the complex. There were 

several contacts, out of 106 contacts observed during the 

simulations, 22 were significant and found to contribute in 

the complex formation. 

CONCLUSIONS 

Molecular dynamics (MD) simulations have been 

performed to study the interaction of methylated-DNA at 

cytosine with human hTHYN1 protein using the NAMD 

software package. We performed MD simulation in three 

steps: energy minimization run, equilibration run, and 

production run. The energy minimization run was 

performed for 10,000 steps by using the conjugate 

gradient algorithm with Particle Mesh Elward (PME) for 

non-bonded cut off 12 Å. This run has provided us a 

reasonable starting structure in terms of geometry and 

solvent orientation for the further MD simulation run. In 

the next step, the equilibration run was performed for 25 

ns by coupling velocity rescaling thermostat and 

Berendsen barostat. The system was studied at a 

temperature of 300 K and pressure of 1 bar to make the 

system thermodynamically stable. The stable system 

obtained from the equilibration run was subjected to NVT 

production run for 50 ns. 
 

During the analysis of non-bonded interactions, LEU203-

THY9, LEU203-GUA10, SER204-GUA10, ARG202-

THY9, ARG202-GUA10, and LYS60-GUA10 interacting 

partners have been observed throughout the simulation. 

ARG202-GUA10 pair has the maximum hydrogen 

bonding contact score. Moreover, some conformation 

change en found in DNA when the protein residues 

attempted to interacts more strongly into the nucleobase 

of DNA.  

ACKNOWLEDGMENTS
 

R.P.K. and S.P.K. acknowledge the partial financial 

support from the Nepal Academy of Science and 

Technology (NAST). N.P.A. acknowledges the UGC 

Award No. CRG-73/74-S&T-01 and Associate 

membership of ICTP helped to complete this work. 

REFERENCES 

Adhikari, N. P., Khanal, S. P., & Pokharel, S. (2018). 

Solvation free energy of light alkanes in polar and 

amphiphilic environments. Bibechana, 16, 92-105.  

Contreras, F. X., Ernst, A. M., Haberkant, P., Bjorkholm, 

P., Lindahl, E., Gonen, B., . . . Brugger, B. (2012). 

Molecular recognition of a single sphingolipid 

species by a protein's transmembrane domain. 

Nature, 481(7382), 525-529. 

Crone, T. M., Goodtzova, K., & Pegg, A. E. (1996). 

Amino acid residues affecting the activity and 

stability of human O6-alkylguanine-DNA 



 

 

Rajendra Prasad Koirala, Shyam Prakash Khanal, Sudip Shiwakoti, Narayan Prasad Adhikari 

43 

 

 

alkyltransferase. Mutation Research/DNA repair, 

363(1), 15-25. 

Daniels, D. S., Mol, C. D., Arvai, A. S., Kanugula, S., 

Pegg, A. E., & Tainer, J. A. (2000). Active and 

alkylated human AGT structures: a novel zinc site, 

inhibitor and extrahelical base binding. The EMBO 

Journal, 19(7), 1719-1730. 

Donald, J. E., Chen, W. W., & Shakhnovich, E. I. (2007). 

Energetics of protein-DNA interactions. Nucleic 

Acids Research, 35(4), 1039-1047. 

Etheve, L., Martin, J., & Lavery, R. (2016). Dynamics and 

recognition within a protein-DNA complex: a 

molecular dynamics study of the SKN-1/DNA 

interaction. Nucleic Acids Research, 44(3), 1440-

1448. 

Fujita, T., Kitaura, F., Oji, A., Tanigawa, N., Yuno, M., 

Ikawa, M., . . . Fujii, H. (2018). Transgenic mouse 

lines expressing the 3xFLAG-dCas9 protein for 

enChIP analysis. Genes Cells, 23(4), 318-325. 

Huang, J., Rauscher, S., Nawrocki, G., Ran, T., Feig, M., 

de Groot, B. L., ... & MacKerell, A. D. (2017). 

CHARMM36m: an improved force field for folded 

and intrinsically disordered proteins. Nature 

methods, 14(1), 71-73. 

Humphrey, W., Dalke, A., & Schulten, K. (1996). VMD: 

visual molecular dynamics. Journal of Molecular 

Graphics, 14(1), 33-38, 27-38. 

Jackson, S. P., & Bartek, J. (2009). The DNA-damage 

response in human biology and disease. Nature, 

461(7267), 1071-1078.  

Jayaram, B., McConnell, K., Dixit, S. B., & Beveridge, D. 

(1999). Free energy analysis of protein–DNA 

binding: the EcoRI endonuclease–DNA complex. 

Journal of Computational Physics, 151(1), 333-357.  

Jena, N. R., & Bansal, M. (2011). Mutagenicity associated 

with O6-methylguanine-DNA damage and 

mechanism of nucleotide flipping by AGT during a 

repair. Physical Biology, 8(4), 046007. 

doi:10.1088/1478-3975/8/4/046007 

Khanal, S. P., Kandel, Y. P., & Adhikari, N. P. (2019). 

Transport properties of zwitterion glycine, diglycine, 

and triglycine in water. AIP Advances, 9(6). 

doi:10.1063/1.5099069 

Kitaura, F., Yuno, M., Fujita, T., Wakana, S., Ueda, J., 

Yamagata, K., & Fujii, H. (2019). Normal B cell 

development and Pax5 expression in Thy28/ThyN1-

deficient mice. PLoS One, 14(7), e0220199. 

doi:10.1371/journal.pone.0220199 

Koirala, R. P., Bhusal, H. P., Khanal, S. P., & Adhikari, 

N. P. (2020). Effect of temperature on transport 

properties of cysteine in water. AIP Advances, 10(2). 

doi:10.1063/1.5132777 

Lee, J., Cheng, X., Swails, J. M., Yeom, M. S., Eastman, 

P. K., Lemkul, J. A., . . . Im, W. (2016). CHARMM-

GUI Input generator for NAMD, GROMACS, 

AMBER, OpenMM, and CHARMM/OpenMM 

simulations using the CHARMM36 additive force 

field. Journal of Chemical Theory and Computation, 

12(1), 405-413.  

Mackerell, A. D., Jr., & Nilsson, L. (2008). Molecular 

dynamics simulations of nucleic acid-protein 

complexes. Current Opinion in Structural Biology, 

18(2), 194-199. 

Narayanan, P. (2010). Essentials of biophysics. New 

Delhi, India: New Age International Publisher.
 

Pantha, N., & Adhikari, N. P. (2014). Structure and 

symmetrization of hydrogen bonding in ices VIII 

and X at high pressure: a density functional theory 

approach. Journal of Institute of Science and 

Technology, 19(2), 14-18. 

Paulsen, M., & Ferguson-Smith, A. C. (2001). DNA 

methylation in genomic imprinting, development, 

and disease. The Journal of Pathology, 195(1), 97-

110.  

Peng, Y., Sun, L., Jia, Z., Li, L., & Alexov, E. (2018). 

Predicting protein-DNA binding free energy change 

upon missense mutations using a modified 

MM/PBSA approach: SAMPDI webserver. 

Bioinformatics, 34(5), 779-786.  

Pfeifer, G. P., Szabo, P. E., & Song, J. (2019). Protein 

interactions at oxidized 5-methylcytosine bases. 

Journal of  Molecular Biology. 

doi:10.1016/j.jmb.2019.07.039 

Phillips, J. C., Braun, R., Wang, W., Gumbart, J., 

Tajkhorshid, E., Villa, E., . . . Schulten, K. (2005). 

Scalable molecular dynamics with NAMD. Journal 

of Computational Chemistry, 26(16), 1781-1802.  

Pokhrel, R., Pavadai, E., Gerstman, B. S., & Chapagain, 

P. P. (2019). Membrane pore formation and ion 

selectivity of the Ebola virus delta peptide. Physical 

Chemistry Chemical Physics, 21(10), 5578-5585. 

Raut, N. K., & Lamichhane, H. P. (2017). Sequential 

substitution of methyl side group in 

naphthoquinones and anthraquinone to investigate 

the sensitivity of the carbonyl band. Journal of 

Institute of Science and Technology, 22(1), 137-146. 

Scheurer, M., Rodenkirch, P., Siggel, M., Bernardi, R. C., 

Schulten, K., Tajkhorshid, E., & Rudack, T. (2018). 

PyContact: rapid, customizable, and visual analysis 



 

 

Intermolecular interaction of hTHYN1 protein with double methylated DNA at 5M-cytosine nucleotide 

44 

 
 

of noncovalent interactions in MD simulations. 

Biophysical Journal, 114(3), 577-583. 

Sedhain, R. P., & Kaphle, G. C. (2017). Structural and 

electronic properties of transition metal di-

chalcogenides (MX2) M=(Mo, W) and X=(S, Se) in 

the bulk state: a first-principles study. Journal of 

Institute of Science and Technology, 22(1), 41-50. 

Seiler, C. L., Fernandez, J., Koerperich, Z., Andersen, M. 

P., Kotandeniya, D., Nguyen, M. E., . . . Tretyakova, 

N. Y. (2018). Maintenance DNA methyltransferase 

activity in the presence of oxidized forms of 5-

methylcytosine: structural basis for ten eleven 

translocation-mediated DNA demethylation. 

Biochemistry, 57(42), 6061-6069. 

Tessmer, I., & Fried, M. G. (2014). Insight into the 

cooperative DNA binding of the O(6)-alkylguanine 

DNA alkyltransferase. DNA Repair (Amst), 20, 14-

22. 

Tubbs, J. L., Pegg, A. E., & Tainer, J. A. (2007). DNA 

binding, nucleotide flipping, and the helix-turn-helix 

motif in base repair by O6-alkylguanine-DNA 

alkyltransferase and its implications for cancer 

chemotherapy. DNA Repair (Amst), 6(8), 1100-1115.  

Vanommeslaeghe, K., Hatcher, E., Acharya, C., Kundu, 

S., Zhong, S., Shim, J., . . . Mackerell, A. D., Jr. 

(2010). CHARMM general force field: A force field 

for drug-like molecules compatible with the 

CHARMM all-atom additive biological force fields. 

Journal of Computational Chemistry, 31(4), 671-

690.  

Walton, E. B., & Vanvliet, K. J. (2006). Equilibration of 

experimentally determined protein structures for 

molecular dynamics simulation. Physical Review E, 

74(6 Pt 1), 061901. 

doi:10.1103/PhysRevE.74.061901 

Wan, H., Hu, J. P., Li, K. S., Tian, X. H., & Chang, S. 

(2013). Molecular dynamics simulations of DNA-

free and DNA-bound TAL effectors. PLoS One, 

8(10), e76045. doi:10.1371/journal.pone.0076045 

Yu, F., Song, A., Xu, C., Sun, L., Li, J., Tang, L., . . . He, 

J. (2009). Determining the DUF55-domain structure 

of human thymocyte nuclear protein 1 from crystals 

partially twinned by tetartohedral. Acta 

Crystallographica Section D: Biological 

Crystallography, 65(Pt 3), 212-219.  

Zhang, Y., Vukovic, L., Rudack, T., Han, W., & Schulten, 

K. (2016). Recognition of poly-ubiquitins by the 

proteasome through protein refolding guided by 

electrostatic and hydrophobic interactions. Journal 

of Physical Chemistry B, 120(33), 8137-8146. 

 

 



JNPS 6 (2): 41-49 (2020) Research Article © Nepal Physical Society 
ISSN: 2392-473X (Print), 2738-9537 (Online) DOI: http://doi.org/10.3126/jnphyssoc.v6i2.34856 

41 

 
Intra-molecular Conformational Stability in  

Human Growth Hormone 
 

R. P. Koirala1, B. Thapa2, S. P. Khanal1, R. P. Adhikari3 and N. P. Adhikari1,* 
1Central Department of Physics, Tribhuvan University, Kathmandu, Nepal 

2Padma Kanya Multiple Campus, Tribhuvan University, Kathmandu, Nepal 
3Department of Natural Sciences, Kathmandu University, Dhulikhel, Nepal 

*Corresponding Email: narayan.adhikari@cdp.tu.edu.np 
 

Received: 22 October, 2020; Revised: 28 November, 2020; Accepted: 25 December, 2020 
 

Abstract 
Human growth hormone (hGH) is synthesized, stored and secreted by somatotropic cells within 
the lateral wings of the anterior lobe of pituitary glands; and is transported to other organs of 
human body. Study of intra-molecular structure and its binding mechanisms within the 
molecule gives more insight of structural stability of the molecule and is also essential in drug 
designing. In this article, we have investigated the various bonded and non-bonded interactions 
that contribute for the conformation of entire structure of the hGH molecule using molecular 
dynamics (MD) simulation. The MD outcomes show that the molecule is hydrophobic in nature. 
In its conformation, several types of interactions exist, such as  disulphide bridges (bonded) and 
nonbonded: hydrogen bond, hydrophobic, aromatic-aromatic, ionic, aromatic-sulphur, cation-pi. 
 
Keywords: Intra-binding, Growth hormone, Hydrophobic, Aromatic. 

 
1. INTRODUCTION 
Personal height is the highly concerned matter for 
everyone. It is also a measure of health conditions 
[1]. Human growth hormone (hGH) is essential for 
the proper development of height as well as every 
part of body. It is a single chain peptide hormone 
that stimulates  growth, reproduction and 
regeneration of cell in human [2].  Although growth 
hormone is found in other animals, its effect is 
significant only in human and old world monkey. 
Many researches have revealed that the variation of 
amino acid sequence of hGH is significant in 
different species [3]. Even though the sequence is 
different, its role in other animals is also similar to 
that in human body. This hormone contains 191 
amino acid residues with 22,124 daltons molecular 
weight. It is synthesized, stored and secreted by 
somatotropic cells within the lateral wings of the 
anterior lobe of pituitary glands [4]. The hormone 
after secretion from the gland mixes into the blood 
stream and is transported into body cells [5]. The 
structure includes four helices necessary for the 
functional interaction with the growth hormone 
(GH) receptor [6]. Human growth hormone is 

essential in physical development. Main problem of 
human growth in childhood is the short stature, i.e., 
insufficient growth in accordance with age; and 
delayed sexual maturity in adulthood [7]. 
Human growth hormone, also known as 
somatotropin, provides important contribution in 
human development. It increases the concentration 
of glucose and free fatty acids [1]. It is legally 
prescribed as a drug to treat the children's growth 
disorders and adult growth hormone deficiency. 
Moreover, it is also used in raising livestock more 
efficiently in industrial agriculture.  
Besides its functions of somatic and bone growth as 
well as increase in the size and mass of organs and 
tissues, hGH also influences in the functioning of 
proteins, carbohydrates and lipids metabolisms [8]. 
These mechanisms caused by hGH are basically 
due to its ability to bind with specific target cell 
receptor. hGH surface specifically favors for the 
inter-molecular bindings at the interfacial region of 
receptor. Inter-molecular binding occurs in the 
expense of intra-molecular binding, which 
ultimately lowers the conformation stability of the 
molecule [9, 10].  There are several non-bonded 
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interactions to form a macromolecule a stable 
structure. Hydrogen bonding play a pivotal role in 
the formation of secondary structure of a protein. 
Likewise, disulphide bond is a covalent bonding to 
give the shape in tertiary structure. Similarly, 
aromatic-aromatic interactions between two 
aromatic rings separated by distance 4.5 Å to 7 Å 
provide the conformation stability. This interaction 
is energetically favorable and basically applies to 
form the tertiary and quaternary structure [11, 12]. 
Similarly, electrostatic and van der Waals 
interactions are pervasive in intra- and inter-
molecular bindings [13]. Likewise, hydrophobic 
interaction has influences in conformation changes 
of protein molecule in aqueous environment [14]. 
In this work, we have used molecular dynamics 
simulation to study the intra-molecular interactions 
and the contributions of hydrogen bonding and 
several other interactions such as hydrophobic, 
ionic, aromatic-aromatic, aromatic-sulphur and 
cation-pi that are responsible to provide the stability 
of hGH molecule. Moreover, we have compared the 
intra-molecular interactions of amino acid residues 
in static structure with the structure obtained from 
molecular dynamics simulations. To our best 
knowledge, the comprehensive study on molecular 
stability of this hormone has not been studied yet 
via MD run. We believe that this work aids the in-
depth knowledge about the binding of amino acid 
residues in order to form the stable structure of the 
hormone in cellular environment. 
 
2. MATERIALS AND METHODS 
To perform molecular dynamics simulation, one 
needs initial structure of molecule (pdb file) and force 
field parameters. In this section, we describe system 
setup of the hGH molecule, force field parameters 
used in the present work and simulation details. 
System setup: The molecular structure of human 
growth hormone was taken from protein data bank 
with PDBID 1HGU.pdb [15]. In original file, two 
amino acids were missing at the N-terminus and C-
terminus positions, which were filled with software 
program CHARMM-GUI [16]. This software 
program was also used to generate new protein 
structure file (psf) and pdb files. To mimic the 
cellular environment, the hormone molecule was 
solvated in TIP3P water in a cubical box of 
dimensions 84 × 84 × 84 Å3. As TIP3P water model 
resembles real water closely, we chose this model 
in this work. Furthermore,  the molecular system 
had originally 4 excess negative electronic charges, 

so the system was electrically neutralized by adding 
4 Na+ ions.  
Force fields: Force fields contain topology and 
parameter files. Topology files are used to generate psf 
files and parameter files contain the information about 
parameters of potential energy functions. In the present 
work, we used CHARMM36m [17] force field. 
Molecular Dynamics Simulation: All-atom 
molecular dynamics (MD) simulations were carried 
out by using NAnoscale Molecular Dynamics 
(NAMD) [18] simulation package. The Particle 
Mesh Edward (PME) was used to treat the long-
range interactions with a 12.0 Å non-bonded cut off. 
The energy minimization was performed for 10,000 
steps, using the conjugate gradient algorithm. 
Energy minimization run removes the unwanted 
hindrances between the atoms in the system. Since 
this run is performed in 0 K temperature, the 
system chooses the local minimum energy state [19, 
20]. After energy minimization, the system was 
equilibrated at 310 K under the isothermal-
isochoric conditions for 10 ns with 1 fs time step 
[21,22]. Then, the production run was propagated 
for 100 ns under NVT simulation run taking time 
step 2 fs by using Langevin dynamics with a 
damping constant of 1 ps-1. 
The NAMD energy plugin package available in 
Visual Molecular Dynamics (VMD) [23] was used 
to estimate structural stability of the hGH molecule 
in aqueous environment. Protein interaction 
calculator (PIC) [24] has been used to analyze the 
intra-molecular interactions. The study on intra-
molecular interactions depicts the detailed insights 
on folded state of the targeted molecule.  
 
3. RESULTS AND DISCUSSION 
This research work has been carried out by molecular 
dynamics simulation to study the amino acid 
arrangements, their folding mechanisms, the 
contributions of hydrogen bonding, and various other 
non-bonded interactions to form such a structure of 
human growth hormone in aqueous environment. The 
solvent accessible surface area and the energy profiles 
of bonded and non-bonded interactions have also been 
investigated to know the contact area and the stability 
of hGH in the aqueous environments.  
Structural stability of human growth hormone: 
The pre-requisite of examining the structural 
stability of any biomolecular system is the 
estimation of root mean square deviation (RMSD).  
RMSD measures the structural stability of entire 
molecule in the given environment. We have taken 
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the hGH molecule in aqueous environment in order 
to resemble the cellular condition. RMSD of the 
molecule has been calculated from VMD analysis 
tool "RMSD Trajectory Tool". The mathematical 
relation to estimate the RMSD is, 

ܦܵܯܴ ൌ ඩ
ͳ
ܰ
෍൫ݎ௜ሺݐሻ െ ௜ݎ

௥௘௙൯
ଶ

ே

௜ୀଵ

 

Where, ݎ௜ሺݐሻ and ݎ௜
௥௘௙  represent the current and 

reference coordinates of ith atom respectively and N 
is total number of atoms. 
In this process, initial coordinates are taken as the 
reference and average deviation of molecule from 
the reference coordinates has been calculated in 
every frame of simulation. During the 100 ns NVT 
production run, the RMSD of the hGU was found 
fairly stable after 4 ns simulation (100 frames) time 
as shown in Fig. 1(i). 

 

           
 (i) (ii) 

 
(iii) 

 
Fig. 1: Structural characterization of hGH in aqueous environment (i) RMSD (ii) RMSF and (iii) hGH molecule. 

 
In addition, we have also determined the fluctuation 
of alpha carbons of hGH residues during the 
simulations through root mean square fluctuation 
(RMSF) as shown in Fig. 1(ii), which gives  the 
flexibility of residues within the molecular system. 
Greater value of RMSF of any alpha carbon implies 

the greater flexibility of corresponding amino acid 
in the protein chain and vice versa. The 
mathematical formula to find the RMSF is, 

ܨܵܯܴ ൌ ටൻݎ௜ሺݐሻ െ ௜ۧൿݎۦ
ଶ 
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where, ݎ௜ሺݐሻ  and ݎۦ௜ۧ  are the current position and 
average position  respectively. 
During the 100 ns simulation run, it has been 
observed that the regions of amino acid residues 
64-68 and 130-136 are most fluctuating and the 
regions of 23-49, 88-98 and 144-164 are the most 
stable. The most fluctuating and stable regions are 
shown in Fig. 1 (iii). 
Intra-binding potential energy: There are several 
interactions existing within a protein molecule to 
provide it a stable conformation. We have 
estimated the contributions of bonded and non-
bonded potential energy in hGH molecule. Energy 

profile for bonded interactions have been 
determined from 100 ns simulation. From the 
energy profile, it has been observed that improper 
dihedral has lowest contributions; and the 
contributions of harmonic and dihedral angle show 
almost equal and the largest value as shown in Fig. 
2. During the conformation of protein molecules, 
bonded energy provides the direct covalent link 
among the atoms, whereas the non-bonded energy 
contributes to fold the molecule forming the stable 
structure [25-27]. On analyzing the non-bonded 
energy, the contributions of electrostatic interaction 
has found to be significantly higher potential 
energy than that of van der Waals. 

 

    
 

Fig. 2: Energy profiles for hGH (i) bonded (bond, angle, dihedral and improper) interaction (ii) non-bonded 
(electrostatics and van der Waals) interactions. 

 
Intra-molecular hydrogen bonds: We have also 
investigated the hydrogen bonding within the 
molecule to form the hGH molecule. Hydrogen 
bonding is essential to form secondary structure of 
protein. The intra-molecular hydrogen bonding 
provides the important information for drug 
designing [28, 29]. The number of hydrogen bonds 
can determine the conformational stability in the 
molecule. Its role in intermolecular interactions is 
also very important, which enhances the 
cooperativity among the molecules in protein-
protein, protein-ligand and protein-nucleic acid 
systems. We have found total 1294 hydrogen 
bonding in entire 100 ns simulation, and average of 
65 hydrogen bonds persisted in each frame of 
simulation. The number of hydrogen bonds within 
the cutoff distance of 3.5 Å has been presented in 
Fig. 3.  

 
 

Fig. 3: Time variation of number of hydrogen bonding 
for intra-molecular binding in hGH. 
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Many intra-molecular hydrogen bonds were 
observed in both static and dynamic conditions of 
the hGH structure. We have shown the hydrogen 
bonding patterns for three interacting pairs. These 
three pairs are the representative pairs for main 

chain – main chain, side chain – side chain and 
main chain – side chain as shown in Fig.  4. There 
are several such type of hydrogen bonds were 
observed to form the stable structure of the 
hormone. 

 

 

  
Fig. 4: Intra-molecular hydrogen bonds: main chain – main chain (left),  side chain – side chain (middle)  

and  main chain – side chain (right). 

 
Surface accessible surface area (SASA): SASA 
measures the surface area of a molecule that 
contacts with the solvent molecules. We have taken 
water as the solvent to study how the amino acid 
residues residing on the surface of hGH behave in 
the aqueous environment. Fig. 5 shows the SASA 
plot with respect to simulation frame. During the 
100 ns simulation, the overall value of SASA has 
been observed decreasing. The decreasing nature of 
graph shows the internal rearrangement of amino 
acid residues that resides on the surface. This shows 
that the molecule is hydrophobic in nature so that 
the surface residues tend to aggregate together to 
minimize the surface area exposed to water. 
 

 
 
Fig. 5: Solvent accessible surface area (SASA) of hGH in 

water environment. 

 
Intra-molecular Interactions: We have computed 
the various interactions present within the human 

growth hormone such as hydrophobic interactions, 
disulphide bridges, ionic interactions, aromatic-
aromatic interactions, aromatic-sulphur interactions 
and cation-pi interactions using protein interaction 
calculator (PIC) web server. We have compared 
these intra-molecular interactions in static structure 
with the most stable structure obtained from 
molecular dynamics simulations. The most stable 
structure was taken from the MD trajectories 
corresponding to the minimum SASA. 
There are two disulphide bridges formed between 
two sulphur atoms of cysteine residues CYS182-
CYS189 and CYS53-CYS165 within 2.2 Å in both 
structures. The distance between two cysteine 
residues in CYS182-CYS189 and CYS53-CYS165 
is 2.02 Å in static structure, whereas 2.06 Å and 
2.03 Å respectively in the structure from dynamics. 
The hydrophobic interactions are of particular 
importance for the structural stability of hGH. There 
are 116 interactions between the hydrophobic residues 
such as PHE, LEU, ALA, MET, PRO, VAL, ILE, 
TYR and TRP present in the static structure. We have 
observed the decrease in the solvent accessible surface 
area (SASA) of protein during the simulation in 
aqueous environment that suggests the hydrophobic 
nature of the molecule. This is corroborated further by 
the greater number of hydrophobic interactions in the 
dynamics, which are 143 as compared to 116 in static.  
The cut off distance of hydrophobic interaction was 
taken to be 5 Å. 
In addition, the ionic interactions between the 
charged residues lying within the cut off distance of 
6 Å present in both structures of hGH protein are 
depicted in tables 1 and 2.  We have observed 29 
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ionic interactions in structure from dynamics, 
whereas only 11 in static. Salt bridges are the 
important interactions in forming the tertiary 
structure of protein molecules. They are the ionic 
interactions between charged atoms in residues 
lying within hydrogen bond distance (3.5 Å). In the 
structure obtained from MD simulation 7 salt-
bridges has been observed whereas only 2  salt-
bridges are obtained in static structure.  
 

 
 

Fig. 6: Bar diagram showing different intra-molecular 
interactions in hGH molecule. 

 
The bar diagram shown in Fig. 6 summarizes the 
various intra-molecular interactions present in hGH 
molecule in both structures i.e.,  static and dynamic 
conditions. The comparison diagram shows that 
hydrophobic interactions have the maximum 
binding sites and aromatic-sulphur has minimum 
binding sites. 
 

Table 1: Ionic Interactions within  
6 Å (in static structure) 

Position  Residue Position Residue 
16 ARG 107 ASP 
16 ARG 116 ASP 
18 HIS 174 GLU 
21 HIS 174 GLU 
32 GLU 41 LYS 
94 ARG 109 ASP 
115 LYS 118 GLU 
145 LYS 169 ASP 
154 ASP 158 LYS 
167 ARG 171 ASP 
171 ASP 172 LYS 

Table 2: Ionic Interactions within  
6 Å (structure in dynamic) 

Position  Residue Position Residue 
16 ARG 116 ASP 
19 ARG 107 ASP 
19 ARG 26 ASP 
26 ASP 29 GLU 
29 GLU 30 GLU 
29 GLU 32 GLU 
32 GLU 33 GLU 
32 GLU 41 LYS 
33 GLU 41 LYS 
38 LYS 39 GLU 
64 ARG 65 GLU 
94 ARG 109 ASP 
94 ARG 112 ASP 
109 ASP 112 ASP 
112 ASP 115 LYS 
115 LYS 116 ASP 
115 LYS 118 GLU 
116 ASP 119 GLU 
118 GLU 119 GLU 
129 GLU 130 ASP 
129 GLU 134 ARG 
130 ASP 134 ARG 
153 ASP 154 ASP 
168 LYS 169 ASP 
168 LYS 171 ASP 
169 ASP 172 LYS 
171 ASP 172 LYS 
171 ASP 174 GLU 
174 GLU 178 ARG 

 
The aromatic-aromatic interactions also play 
important role in the structural stability of proteins. 
These interactions are significant within 4.5 to 7 Å 
range between aromatic residues. In human growth 
hormone protein, we have detected 9 and 5 
aromatic-aromatic interactions for the dynamic and 
static structures respectively. These interactions are 
presented in tables 3 and 4.  Moreover, there is an 
aromatic-sulphur interaction within 5.3 Å present 
between PHE166 and MET170 residues in both 
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structures. In static structure, the distance between 
the centroid and sulphur was observed 4.66 Å and 
the angle was 72.7o, whereas in dynamic structure 
the distance between the centroid and sulphur is 
5.01 Å and the angle is 44.6o.  
The cation-pi interactions occur between the 
cations of the side chains of arginine or lysine 
residues with the polarizable pi electron of the 
aromatic ring. These interactions are distance 

dependent interactions. Here, we have taken the cut 
off distance of 6 Å. In static structure, there is only 
one cation-pi interaction present between the 
residues LYS41 and TYR164 within the distance of 
5.8 Å and at an angle of 119.7o. However, in case 
of structure obtained from dynamics, we observed 7 
cation-pi interactions between the ARG and LYS 
residues with the aromatic residues PHE and TRP 
as shown in table 5.  

 
Table 3: Aromatic-Aromatic Interactions within 4.5 and 7 Å (in static structure). 

Position  Residue Position Residue D(Centroid-Centroid) Dihedral Angle 
25 PHE 28 TYR 6.93 122.2 
31 PHE 35 TYR 4.73 132.8 
54 PHE 143 TYR 6.05 25.35 
86 TRP 166 PHE 4.93 50.11 

160 TYR 164 TYR 6.24 95.19 
 

Table 4: Aromatic-Aromatic Interactions within 4.5 and 7 Å (structure in dynamic). 

Position  Residue Position Residue D(Centroid-Centroid) Dihedral Angle 
25 PHE 28 TYR 6.14 144.03 
28 TYR 160 TYR 4.74 8.09 
28 TYR 164 TYR 6.07 31.76 
31 PHE 35 TYR 5 118.96 
54 PHE 143 TYR 6.74 50.35 
86 TRP 166 PHE 5.63 51.6 
86 TRP 97 PHE 6.4 22.9 
97 PHE 146 PHE 5.18 123.48 
97 PHE 166 PHE 4.79 37.53 

 
Table 5: Cation-Pi Interactions within 6 Å (structure in dynamic) 

Position  Residue Position Residue D (Cation-Pi) Angle 
1 PHE 16 ARG 5.15 108.14 
1 PHE 8 ARG 5.32 119.02 
25 PHE 167 ARG 3.9 13.26 
42 TYR 41 LYS 4.54 141.61 

111 TYR 94 ARG 3.98 156.72 
139 PHE 77 ARG 3.93 149.17 
191 PHE 64 ARG 4.45 47.09 

 
4. CONCLUSIONS 
We have carried out the molecular dynamics (MD) 
simulations in order to identify the intra-molecular 

contacts and their contributions in forming the 
stable structure of human growth hormone. The 
MD run was propagated for 100 ns simulation 
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under NVT condition at body temperature 310 K. 
We have studied bonded and non-bonded 
interactions which contribute in the formation of 
stable structure in aqueous environment. Many non-
bonded contacts are compared in static and 
dynamic conditions. 
The decreasing nature of solvent accessible surface 
area (SASA) depicts the hydrophobic nature of 
hGH which makes the structure more stable in 
water. We have compared the various intra-
molecular interactions namely disulphide bonds, 
hydrophobic, ionic, aromatic-aromatic, aromatic-
sulphur, cation-pi interactions between the 
structures from dynamics and statics. In the 
structure taken from the simulation at the condition 
of minimum SASA, we have found hydrophobic, 
ionic, cation-pi, aromatic-aromatic interactions 
significantly higher than that of static structure. The 
hydrogen bonding is observed strongly contributing 
in intramolecular binding. In addition, the 
estimation of bonded and non-bonded energy 
profiles show that electrostatic interactions have 
higher contributions in non-bonded condition. 
Similarly, the harmonic angle and dihedral angle 
have almost equal contribution in the conformation 
of the molecule. Bond energy contribution has also 
significant role but smaller than that of angle and 
dihedral.  
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Abstract: Disulphide bond in cysteine residues plays vital role in structural stability and fuctional variation of protein

molecules. Study of cysteine dimer linking with disulphide bond reveals the nature of stability of tertiary

and quarternary structure in polypeptide chain. In order to study the transport properties of cysteine dimer,

the molecular dynamics (MD) simulations have been performed at different temperature. The self diffusion

coefficients of both cysteine dimer and TIP3P water model have been estimated at four different temperature

from the slope of mean square displacement (MSD) versus time plot using Einstein’s relation and their binary

diffusion coefficients from Darken’s relation.

Keywords: Molecular dynamics • Diffusion coefficient • Disulphide bond • Dimer

1. Introduction

Cysteine is a non-essential amino acid. It contains a thiol group -SH in its side chain. It is a white crystalline

solid having physical properties: molar mass 121.15 gram per mole, melting point 513 K and solubility in water

is 16 gram per 100 mL at 288 K [1, 2]. Cysteine plays vital role in the absorption of nutrients in the inner wall

of small intestine. Its defensive mechanism against some diseases is essential for human body. Cysteine residue

in a protein molecule strengthens the immune system and defends against the dementia, parkinson and multiple

sclerosis [3, 4].

Two cysteine molecules bond together via two different methods: peptide bond (CO-NH) and disulphide

bond (R − S − S − R′) [1], where R & R′ are the side chains of two cysteine residues as shown in Fig. 1. Peptide

bond is ordinary bond to form a polypeptide chain, whereas the disulphide bond is formed between two side chains

derived from two thiol groups. Disulphide bond in two cysteine residues are very important components to form

tertiary structure of proteins, besides to some weak interactions like hydrogen bonding, hydrophobic interactions

salt bridges and weakly polar interaction. Although methionine, another amino acid, contains sulphur atom in its

side chain, it does not form disulphide bond. Hence, the study the characteristics of disulphide bond is important.

[1, 5].
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Due to the oxidation of the sulfhydryl group of cysteine residues in a protein molecule, disulfide bond is

formed. In such process, the thiol part -SH of cysteine molecules, contributes in disulfide bond formation, is

deprotonated and covalent bond is formed between them [5–7]. Two cysteine molecules also covalently linked

through peptide bond. Peptide bond is formed after the elimination of a water molecule during the interaction

of carboxyl (C-terminus) and amine (N-terminus) regions of two amino acids. This bond has partial double bond

character, i.e., stronger than single bond and weaker than double bond. It prevents the rotation of residues in

protein molecules [1, 2]. This work is basically focus on disulphide bonding in cysteine dimer.

Figure 1. Cysteine dimer.

Diffusion is an important physical phenomenon to understand the rate of transport of mass from the region

of higher concentration to lower concentration [8–11]. Many bio-molecules like insulin are stabilized due to the

formation of disulphide bond. The detailed understanding of effect of disulphide bond in any molecule and its

effect on diffusion phenomenon in aqueous environment plays an important role in different areas including drugs

designing. With our best knowledge, the diffusion coefficient of cysteine dimer, covalently bonding with disulphide

bond, in water using classical molecular dynamics technique has not been studied yet, which motivate us to study

the diffusion phenomenon of cysteine dimer.

2. Methodology

Diffusion

Diffusion is a transport property of matter due to which particles flows from the region of higher con-

centration to lower concentration due to the concentration inhomogeneity [12]. The knowledge about diffusion

phenomenon of biomolecules plays an important role to understand many phenomena in living organisms, like

transport of biomolecules at different part of body through body fluids. The diffusion in a homogeneous system

in the absence of chemical concentration gradient is called self diffusion and is measured in terms of self diffu-

12
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sion coefficient [13] which is estimated from slope of mean square displacement(MSD) versus time graph using

Einstein’s equation as [14, 15];

D = lim
t→∞

〈[r(t) − r(0)]2〉
6t

. (1)

In equation (1), r(t) − r(0) is the displacement of particle from reference point during the course of time

t, [r(t) − r(0)]2 is the square of displacement and 〈...〉 represents the ensemble average and hence 〈[r(t) − r(0)]2〉

gives MSD of particle.

Further, the binary diffusion, the diffusion of particles in the mixture of two different species, is measured

in terms of binary diffusion coefficient using Darken’s relation as [16];

D12 = N2D1 + N1D2 (2)

In equation (2), D12 is the binary diffusion coefficient, D1 and D2 are the self-diffusion coefficients of

substances 1 and 2 respectively, and N1 and N2 are the corresponding mole fractions.

Computational Details

In this work, we performed classical molecular dynamics (MD) simulations for the system of 1 cysteine

dimer and 1984 water molecules in cubic simulation box of size about 3.90 nm at four different temperature; 288

K, 298 K, 303 K and 308 K using GROMACS 5.1.2 software package [17]. The cysteine dimer was extracted from

the insulin molecule (pdb entry: 3i40) taking seventh residue of chain A and also seventh residue of chain B. The

input files for MD simulation were generated from CHARMM-GUI online software program [18]. The dimer was

solvated in a periodic boundary condition (pbc) box with TIP3P water sample. All the bonded and non-bonded

parameters are used, assigned by CHARMM36 force field [19].

MD simulation was begun from energy minimization run using Steepest-descent algorithm [17]. This run

removes steric clashes in which the undesirable coordinates of atoms of side chain or backbone that may occupy

wrong position in the same coordinate space and bring the system in the condition of minimum potential energy

state. Since the transport properties like diffusion depends on the thermodynamic parameters like temperature,

pressure etc. of the system [20], the system should be stabilized for thermodynamic parameters. Then, the equi-

libration run was carried out to stabilize the temperature, pressure, density etc. The equilibrated bio-molecular

system saves the computation efforts by removing external unwanted forces [21, 22]. To bring the system in

thermodynamics equilibrium, equilibration run of 100 ns with time step of 1 fs was carried out in NPT ensemble

for the system at each temperature. During the equilibration run; LINCS algorithms, Berendsen barostat with

coupling time of 0.8 ps and Velocity rescaling thermostat with coupling time of 0.01 ps were used to constraint all

the bonds, maintain constant pressure and maintain constant temperature respectively [17]. Also, 1 nm cut-off

distance was taken for Lennard-Jones and Coulomb interactions; and PME (Particle-mesh Ewald) method was

used to handle long range coulomb interaction. Furthermore, Maxwell-Boltzmann distribution and was used to

13
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assign initial velocities of each particle; and the new positions and velocities of the particles was calculated using

leapfrog algorithm [17] after each time step respectively.

After equilibration of the system, production run was performed in NVT ensemble for 100 ns with time

step of 1 fs for each temperature. During the equilibration run, velocity-rescaling thermostat with coupling time

of 0.01 ps was used and the initial velocities of each particle was taken from the final step of equilibration run.

3. Results and Discussion

Diffusion coefficient

In this section, we present the self diffusion coefficients of water and cysteine dimer as well as their binary

diffusion coefficient at different temperature. The self diffusion coefficient of both solute as well as solvent are

estimated from their MSD versus time graph. Although, all the production run were carried out for 100 ns, we

have plotted the MSD graph for 3 ns and 5 ns for cysteine dimer and water respectively due to the region that

statistics is better in beginning region of the graph. Figs. 2 and 3 show the msd versus time graph for cysteine

dimer and water respectively at four different temperatures: 288 K, 298K, 303 K and 308 K. From the Figures,

it is clearly seen that the slope of the graph increases with temperature for both cysteine dimer as well as water.

This indicates that self diffusion increases with temperature.

Figure 2. MSD versus time plot of cysteine dimer
at four different temperature.

Figure 3. MSD versus time plot of water at four different
temperature.

Also, the estimated values of the self diffusion coefficients of cysteine dimer and water estimated from the

slope of the MSD versus time graph using Einstein relation; and their binary diffusion coefficients using Darken’s

relation are presented in Table 1.

From the Table 1, it is seen that both self and binary diffusion coefficients increases with increase in

temperature. This is due to the increase in random velocity of the particles and decrease in density of the system

with increase in temperature. As a result, the available space for diffusion increases with temperature. The

simulated value of self diffusion coefficient at 298 K is in closely agreement with previously reported simulated value

14
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[23]. Also, from the Table, we observe that the estimated values of self diffusion coefficient of water at different

temperature are greater than the previously reported experimental values. The reason for this observation is

that we used TIP3P water model during the simulations which overestimate the value of diffusion coefficient.

Furthermore, we observed that the binary diffusion coefficient of the system equals to corresponding value of

self diffusion coefficient of cysteine dimer, which is due to infinite dilute concentration of cysteine dimer in the

solution.

Table 1. Estimated values of self and binary diffusion coefficients at different temperature.

SN Temp.

Diffusion coefficients (DPBC)(10−9m2 s−1)

Self

BinaryFor cysteine dimer For Water

(K) MSD MSD Reference[23] Experiment [24] Calculated

1. 288 0.69 4.58 1.77 0.69

2. 298 0.91 5.27 5.4 2.30 0.91

3. 303 0.98 5.65 2.60 0.98

4. 308 1.02 6.06 2.90 1.02

Temperature Dependency of Diffusion

The Table 1 shows the temperature dependent behavior of diffusion coefficient. In order to check whether the

behavior is Arrihenius or not, we have plotted graphs between ln(D) versus (1/T ). Fig. 4 shows the temperature

dependent behavior of self diffusion of water which follows the Arrhenius equation [25]:

ln D = ln D0 − Ea

NAkBT
(3)

In equation (3), D is the diffusion coefficient, D0 represents pre-exponential factor, Ea is the activation energy

for diffusion, NA is Avogardo’s number whose value is 6.022 × 1023 mol−1, kB is the Boltzmann’s constant

whose value is 1.38 × 10−23 JK−1 and T is the absolute temperature. The intercept when extrapolated to the

1/T → 0 in the Arrhenius plot gives the pre-exponential factor.

Figure 4. Arrhenius diagram for simulated values of self diffusion coefficient of water.
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4. Conclusions

In this work, molecular dynamics simulation has been carried out to study the diffusion properties of

cysteine dimer with disulphide bond in infinite dilute solution of water. This study is performed solvating single

cysteine dimer molecule in 1984 water molecules at temperature 288 K, 298 K, 303 K, 308 K using GROMACS

5.1.2 software package. CHARMM36 force field parameters and TIP3P water model are used throughout the

simulations. Einstein′s equation is used to determine the self diffusion coefficient of cysteine dimer and the water.

The estimated values of self diffusion coefficients are found to be higher than the previously reported experimental

values. This is due to the fact that TIP3P water model overestimate the diffusion coefficient. Also, the diffusion of

binary mixture of cysteine dimer and water was calculated from Darken′s relation. The temperature dependence

of diffusion coefficient has been tested from Arrihenous plot.

In near future, we are intended to study the transport properties of poly-cysteine with peptide bond in

aqueous medium.
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ABSTRACT 

Classical molecular dynamics simulation is performed to estimate the 

diffusion coefficient of oxytocin in water at different temperatures, 288 K, 

300 K, 313 K, 323 K, using GROningen Machine for Chemical Simulations 

(GROMOCS). The simulation is carried out using GROMOS43A1 force 

field and extended simple point charge (SPC/E) water model. The stability 

of the system is evaluated from energy profile of potential and kinetic 

energy, which assures well equilibrated molecular system. The self-

diffusion coefficient of oxytocin and water is obtained from Einstein’s 

relation and binary diffusion coefficient is obtained from Darken’s 

relation. As temperature increases the diffusion coefficient also increases 

as per expectation. The diffusion coefficients of water from the present 

calculations agree well with the previously reported values, within the 

10% of deviation. Furthermore, the activation energy has been studied 

using Arrhenius Plot.  

DOI: https://doi.org/10.3126/bibechana.v18i1.29316 
This work is licensed under the Creative Commons CC  BY-NC License. https://creativecommons.org/licenses/by-nc/4.0/ 
 

 
1. Introduction 

 

Biomolecules are the building blocks of living 

organisms. They have the specific physio-chemical 

configurations [1]. The structural variability and 

chemical conformation of the molecules determine 

the biological functioning in living cells. 

Biomolecules work independently as well as 

cooperatively to perform in various body 

mechanisms [2]. Proteins, nucleic acids, lipids and 

carbohydrates are the basic category of 

biomolecules, also called the macromolecules. 

Some other molecules are also characterized into 

this class; primary metabolites, secondary 

metabolites, natural and artificially synthesized 

products [3,4]. 
 

The poly-condensation of amino acids residues 

forms a protein molecule. The carboxyl (-COOH) 

tail of an amino acid when covalently bonded to 

amine (NH2-) head of another amino acid by water 

elimination, a dipeptide molecule is formed [5,6]. 
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Then, the condensation of other amino acids one 

after another in new carboxyl tail, a long 

polypeptide chain is formed, which will finally be a 

functional protein molecule. A long polypeptide 

chain cannot stay in linear form, i.e., primary 

structure, because of difficulty in structural stability 

[7]. To minimize the overall energy profile, the 

molecule folds into various shapes, basically in 

alpha-helices and beta-turns. Hydrogen bonds, salt 

bridges; and hydrophobic and hydrophilic 

interaction takes place to provide different stable 

structures of protein molecules [4]. 
 

Oxytocin is a short peptide chain of nine amino 

acids (a nanopeptide) with the sequence cysteine-

tyrosine-isoleucine-glutamine-asparagine-cysteine-

proline-leucine-glycine (Cys Tyr Ile Gln Asn Cys 

Pro Leu Gly, or CYIQNCPLG) with additional 

amide (-NH2) in the carboxyl terminus of glysine 

residue [8] as shown in Fig 1(i) and its space-filling 

calotte (CPK) model for the visualization is shown 

in Fig. 1(ii). Its molecular formula is 

C43H66N12O12S2 with its molecular weight 1007 g 

per 193 moles (i.e., 1007:193 g/mole). It has white 

powdery color and is soluble in water and in 

butanol. A disulphide bridge is present first and 

sixth cysteine residues of the molecule [9,10]. 

Oxytocin is also known as love hormones 

responsible for the feeling love and 

satisfaction. It plays role in social bonding, 

sexual reproduction in both sexes, milk 

production etc. It is best known for its role in 

childbirth and breast feeding [12]. During labor 

large amount of oxytocin release causing 

contraction of the uterus to facilitate birth. 

When the contractions are not strong to 

compress the blood vessels, postpartum 

hemorrhage (PPH) can menace women's life. 

In this condition uterotoxic medicine like 

oxytocin is given to stimulate contraction and 

stop the bleeding [11,13]. 
 

Oxytocin hormone is synthesized in pituitary gland. 

It is, then, released to the blood stream through the 

posterior lobe of the gland. Some neurons and other 

parts of brain also produce oxytocin [14,15]. Liquid 

contents of living body, like water, contribute to 

transport these hormones to various parts of the cell 

[16]. We believe that the study of transport 

properties of this hormone in water is very 

important to understand its mechanical properties 

in aqueous medium. Furthermore, diffusion 

coefficient of nitric oxide in water had been 

observed through the same technique [17]. To our 

best knowledge, the transport properties of 

oxytocin in water have not been studies yet. 

We have performed the molecular dynamics to 

deal the transport properties of oxytocin. 

 

(i) 

 

 

 

 

 

 

 

 

 

 

(ii) 
 

Fig.1: (i) Molecular structure of an oxytocin 

molecule [11] (ii) CPK model of the oxytocin 

molecule. 

Diffusion 
 

Diffusion is the random process in which the matter 

is transported from one part of a system to another. 
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Matter is transported always from higher 

concentration to the lower concentration. This 

occurs often due to the concentration 

inhomogeneity and thermal agitation of the 

particles in a medium. Diffusion is an imperative 

process within the human body and it is 

indispensable to transport of molecule within organ 

like lungs, kidneys, stomach, eyes etc. We realize 

several phenomena regarding the diffusion; like 

mixing of smoke in air, sugar in water, dust in air 

etc [18,19]. In this work, we estimate the self-

diffusion and binary diffusion coefficient of 

oxytocin in water. 
 

The diffusion in a homogeneous system without 

any chemical concentration gradient exists in it is 

referred the self-diffusion and the corresponding 

diffusion coefficient is known as self-diffusion 

coefficient. The extent of diffusion is physically 

measured in terms of self-diffusion coefficient. It is 

calculated using Einstein’s relation [20,21], 
 

𝐷 =  lim
𝑡→∞

〈[𝑟(𝑡)−𝑟(0)]2〉

6𝑡
     (1) 

 

The term r(t) – r(0) in equation (1) is the 

displacement of particle from the reference position 

at time t, [r(t) – r(0)]2  is the square of displacement, 

and 〈… 〉 represents the ensemble average, thus, the 

expression <[r(t) – r(0)]2  > is the mean square 

displacement (MSD) of the particle. 

For the system with two different substances, 

binary diffusion takes place. It is measured in terms 

of diffusion coefficient called binary or mutual 

diffusion coefficient [22]. 
 

 𝐷𝐴𝐵 = 𝑁𝐵𝐷𝐴 + 𝑁𝐴𝐷𝐵                              (2) 
 

where, 𝐷𝐴𝐵 is Binary diffusion coefficient, 𝐷𝐴, 𝐷𝐵 

= Self diffusion coefficient of species A and B 

respectively, and  𝑁𝐴, 𝑁𝐵 = mole fraction of species 

A and B respectively. 
 

The diffusion phenomenon is the temperature 

dependence phenomena. The mathematical relation 

for the temperature dependence is given by 

Arrhenius equation [23]. 
 

𝐷 =  𝐷0𝑒
−𝐸𝑎
𝑅𝑇      (3) 

Where, D is diffusion coefficient, Ea is activation 

energy, D0 is pre-exponential factor, R is universal 

gas constant and T is absolute temperature.  
 

2. Computational Details 
 

System setup 
 

A PDBID 2MGO.pdb was taken from the protein 

data bank (pdb), an authorized pdb website 

(www.rcsb.org). The molecule was in complete 

form as our requirement, so no modification was 

done in the original structure. The topology and 

parameters for the system setup and molecular 

dynamics (MD) simulations were taken from 

GROMOS43A1 force field [23]. While considering 

the water model, we should care on its 

compatibility with the force field parameter we 

have used [25]. The molecule was solvated into a 

cubic box of 4.07 × 4.07 × 4.07 nm3 dimension 

with SPC/E [26] water model by GROMACS 5.1.1 

[27] command. The molecule was naturally 

chargeless, so extra ions have not been added. 

There were 2167 water molecules and one oxytocin 

molecule in the simulation box as shown in Fig. 2. 

 

Fig. 2: Oxytocin molecule solvated in a PBC box. 

 

Molecular dynamics simulations 
 

All atom molecular dynamics simulation was 

propagated to study the various mechanical 

properties of Oxytocin molecule in water.  
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GROMOS43A1 force field was used for the entire 

simulation. Three basic steps: energy minimization, 

system equilibration and production run were 

carried out to deal the targeted properties. 
 

The original pdb structure has been estimated from 

x-ray diffraction (XRD) or nuclear magnetic 

resonance (NMR) techniques. The assigned 

coordinates for the atoms in the molecule might 

have steric hindrance due to the mechanical errors. 

Moreover, hydrogen atoms are absent in original 

pdb, and they are added by the molecular system 

building software. Therefore, before begin our MD 

run, we must be sure that there is no any 

inappropriate geometry otherwise force acting on 

particle will be very large and system will be out of 

equilibrium and MD fails. In order to get solved 

this inappropriate geometry and kinetic energy; 

system must be subjected to the process of energy 

minimization.  In our system because of fast and 

reliable performance, we have decided to choose 

steepest-descent algorithm [29]. 
 

Energy minimization run is often performed in 

absolute zero Kelvin temperature, which is 

practically unachievable and unreliable for the 

natural environment. So, the molecular 

environment is so created that can be resembled in 

the practice in room temperature or for any natural 

process. We basically maintain the system that 

follows the statistical ensembles with appropriate 

macroscopic parameters; pressure, temperature and 

volume [30,31].   Pressure coupling was made to 

set pressure 1 bar using barendsen barostat. For box 

re-scaling isothermal compressibility is set to 4.5 

×10-5 bar-1. Particle Mesh Ewald (PME) for 

coulomb interaction with cut off distance 1.0 nm 

and Fourier spacing of 0.3 was used. V-rescaling 

has been used for temperature coupling. 

Equilibration run was performed at four different 

temperatures 288 K, 300 K, 313 K, and 323 K and 

was run 20 ns for each system. 
 

The appropriate system prepared from the 

equilibration run was propagated to study the 

molecular diffusion in water at assigned 

temperature above. Production run was performed 

in NVT ensemble. Each of the system was run 60 

ns time period. 
 

3. Results and Discussion 
 

We present and discuss about the energy profiles, 

self-diffusion coefficients of both water and 

oxytocin; and the output of self-diffusion 

coefficient is used to evaluate binary diffusion 

coefficients. Finally, the activation energy of 

corresponding systems is estimated for each 

system.  
 

Energy minimization and system equilibration 
 

The fundamental requirement of MD simulation is 

to bring the molecular system in minimum potential 

energy so that the atoms in the molecule get free 

from atomic hindrance. The best way to achieve 

this condition is energy minimization run and 

analyzing the outcomes. Energy minimization run 

is always run at absolute zero temperature, which 

ensures the minimum potential energy. Fig. 3 

shows the potential energy curve during the 

minimization run.  The potential energy has been 

well converged and we confirmed the system to 

proceed for the post processing. We found potential 

energy -1.2015872×104 kJ mol-1 in the most 

condition and steepest descent converged to Fmax ˂ 

50 × 104 kJ mol-1. 
 

Before commencing the MD production run, the 

molecular system should be maintained at a 

thermodynamic ensemble. This can be done by MD 

equilibration run and the outcomes were evaluated 

determining some thermodynamic parameters like 

pressure, temperature etc. These parameters have 

been assigned to resemble the cellular environment 

in human body. The best way of finding the 

stability of the molecular system is the calculation 

of density, which was not assigned for the system. 

We have calculated density of water and entire 

system including the oxytocin after equilibration 

run. The variation of density of water and entire 

system at different temperatures has been presented 

in table 1. Because of infinite dilution, the mixture 
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has similar order of density with that of pure water. 

The decreasing pattern of density on increasing 

temperature ensures that the system is appropriately 

equilibrated and is suitable for the further 

calculation.  

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 3: Potential energy after energy minimization. 
 

 

 

 

 

 

 

 

 

 

 

Energy profile 
 

We have studied energy profile under the 

GROMOS43A1 force field in MD simulation. 

When the system is in MD simulations, several 

interactions have been taken to calculate energy. 

The energy profile is contributed by many bonded 

and non-bonded interactions. Bond interactions are 

bond stretching, bond angle vibration, proper 

dihedral and improper dihedral whereas non-

bonded interactions are coulomb interaction and L-

J interaction. The energy profile is the graphical 

manifestation of these various energy interactions. 
 

To reduce the computational cost, we have 

kept bond length constant in our simulation 

with the help of constraint algorithm LINCS. 

Therefore, there is no energy profile due to 

bond stretching. Also we found that bonded 

interaction energy was positive. The coulomb 

interaction and L-J interaction are the major 

contribution on the non-bonded interaction. 

These interactions were calculated using the 

list of non-bonded atom within the certain 

region. We use periodic boundary condition for 

such a purpose. The SR coulomb interaction 

has negative value and has dominant 

contribution on total potential energy. The 

value of L-R coulomb and coulomb reciprocal 

energy are significantly small. Within the 

cutoff region, the L-J interaction has significant 

role, however, (L-R) L-J interaction has 

negligible contribution on total energy. The 

energy profiles of the system at four different 

temperatures have been studied. The energy 

profile for all the interaction energy with total 

energy at 300 K temperature is shown in Fig. 

4. 
 

Self-diffusion coefficient of water and oxytocin 
 

Self-diffusion coefficients of water and oxytocin 

have been calculated at four different temperatures; 

288 K, 300 K, 313 K, 323 K using the Einstein's 

relation in equation (1). The slope of corresponding 

mean square displacement (MSD) was utilized to 

determine the self-diffusion coefficients in both 

systems. Fig. 5(i) and 5(ii) show the mean square 

displacement curves for water and oxytocin 

respectively. 
 

We have carried out 60 ns MD simulation for each 

temperature; however the linear relationship has to 

be required to draw the value of slope in MSD 

versus time graph. So, we have selected 2 ns 

simulation run in the beginning to get the better 

statistics. The MSDs, thus, obtained were found 

linearly increasing with respect to time, and in turn 

increased the self-diffusion coefficients. The self-

diffusion coefficient of water was compared with 

previously reported experimental value and was 

found good agreement within 10%. The better 

agreement at higher temperature indicates that the 

force field parameters could have been calculated 

in these temperature regimes which are relevant to 

physiological phenomenon.  
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Table 1: Temperatures and corresponding densities of system after equilibration run. 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 4: Total energy profile of oxytocin at 300 K. 

 

 

 

 

 

 

 

 

 

The simulated values and experimental values of 

self-diffusion coefficient of water at different 

temperatures are listed in the table 2. We also have 

calculated self-diffusion coefficient of oxytocin 

from the MSD graph of oxytocin molecule. The 

simulated values of self-diffusion coefficient of 

oxytocin at different temperatures are listed in the 

table 3. In both systems, the self-diffusion 

coefficients are obtained as, D323 K > D313 K > D300 

K > D288 K.   

 

 
 

While simulating macromolecule/s in a box, one 

needs to be careful about its size effect. It is a usual 

practice to consider the smallest possible 

simulating box and enlarge the space for moving 

molecules by applying periodic boundary condition 

(PBC). However, the size of the box should be 

sufficient to maintain the basic criteria of molecular 

simulations. The rule of thumb for this requirement 

says that the cut-off distance of different 

interactions under consideration should be less than 

the half the box size [24]. Furthermore, previous  

Coupling 

temperature 

(K) 

Equilibrium 

temperature 

(K) 

Equilibrium density 

(kg m-3) 

Density of 

water (kg m-3) 

[32] 

 

288 287.983±0.007 1008.71±0.07 999.13 

300 299.983±0.007 1002.87±0.05 996.56 

313 313.005±0.011 995.46±0.02 992.28 

323 323.995±0.011 998.96±0.03 988.11 
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Fig. 5: MSD vs time plot of (i) water (ii) oxytocin at different temperatures. 

 

Table 2: Simulated and experimental self-diffusion coefficients of water at four different 

temperatures. 

Temperature 

K 

Simulated diffusion 

coefficient 

Dw
s (10-10 m2/s) 

Experimental diffusion 

coefficient 

Dw
E(10-10 m2/s) [33] 

 

Difference % 

288 19.16±0.05 17.77 9.39 

300 25.72±0.05 - - 

313 32.87±0.10 32.40 1.43 

323 39.39±0.08 39.68 0.74 

 

 

studies have shown that as far as these minimum 

criteria are maintained, the size of the box does not 

affect the main conclusions of the results [34]. We 

have taken care of size of the oxytocin molecule 

and also the cutoff distances, which are less than 

half-size of the simulating box in each dimension. 
 

 

 

Binary diffusion coefficient 
 

The self-diffusion coefficients obtained for water 

and oxytocin were used to find the binary diffusion  

 

 

 

 

coefficients of oxytocin in water by using Darken’s 

relation in equation (2). The calculated values of 

binary diffusion coefficients were found increasing 

on increasing the temperature. When temperature 

increases there is increase in thermal energy which 

results the decrease in density of the system and 

hence there is increase in diffusion coefficient. The 

estimated binary diffusion coefficients of oxytocin 

in water have been presented in table 4. 
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Table 3: Simulated values of self-diffusion 

coefficients of oxytocin at four different 

temperatures. 

 

 

 

 

 

Temperature 

K 

Self-diffusion Coefficient      

Do
s  (10-10 m2/s) 

288 2.24±0.32 

300 2.45±0.29 

313 3.75±0.26 

323 4.79±0.01 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 4: Simulated binary diffusion coefficients at 

four temperatures. 

 

 

Temperature 

K 

Binary Diffusion Coefficient 

Do
s(10-10 m2/s) 

288 2.23 

300 2.46 

313 3.76 

323 4.81 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Temperature dependency of diffusion 
 

We obtain activation energy from the slope of 

diffusion versus reciprocal of time as suggested by 

the equation (3), 𝐷 =  𝐷0𝑒
−𝐸𝑎

𝑁𝐴𝑘𝐵𝑇, and R = NAkB, 

where NA is Avogadro number whose value is 

6.023 × 10-23 mol-1 and kB is the Boltzmann 

constant carrying the value 1.38 × 10-23 JK-1, 

meaning of remaining parameters are explained in 

equation (3). On taking the natural logarithm for 

the expression, we get, 
 

ln 𝐷 = ln 𝐷0 −  
𝐸𝑎

𝑁𝐴𝑘𝐵𝑇
     (4) 

 

Then, the activation energy Ea for diffusion was 

obtained from the slope of ln 𝐷 versus 
1

𝑇
, called the 

Arrhenious plot as,  
 

𝐸𝑎 =  − 𝑁𝐴𝑘𝐵
𝜕 ln 𝐷

𝜕(1/𝑇)
     (5) 

 

The intercept when extrapolated to the 
1

𝑇
→ 0 in the 

Arrhenius plot gives the pre-exponential factor. 

 

(i) 

(ii) 

 

(iii) 

Fig. 6: Arrhenius diagram for self-diffusion 

coefficient of (i) Oxytocin, (ii) Water and (iii) 

Binary mixture. 
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The Arrhenius plot of simulated value of water is 

shown in Fig. 6(i), and that of oxytocin is 6(ii) and 

for their binary mixture is shown in Fig. 6(iii), 

which were used to determine the activation energy 

for each condition. From the table 5, it is clear that 

the activation energy for oxytocin molecule and 

binary mixture is found to be almost equal; this is 

due to the infinitesimal concentration of oxytocin in 

our system. Further, we found that there is an 

acceptable level of   agreement between the 

simulated and experimental values of activation 

energy of water. 
 

4. Conclusions and concluding 

remarks 
 

The self-diffusion coefficient of water and oxytocin 

is obtained using Einstein's relation. The binary 

diffusion coefficient is obtained using Darken's 

relation. The results obtained for energy profile, the 

kinetic energy is proportional to absolute 

temperature, is as expected. The experimented and 

simulated value of self-diffusion coefficient of 

water for all temperature is within error 10 %. 

Diffusion coefficient of water for water and 

oxytocin are found increasing with increase in 

temperature. Furthermore, the dependency of 

diffusion with temperature is analyzed with 

Arrhenius plot. Activation energy is also calculated 

from the slope of these plots. We have found that 

the activation energy of water obtained from 

simulated data is differing from experimented value 

with an error of 17.18 %. We do not have any 

experimental result for diffusion of oxytocin at 

present time to compare our final result; however, 

we can be sure on our accuracy with comparing the 

results of simulated and experimental self-diffusion 

coefficient of water. 
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ABSTRACT 

The study of structural conformation of Gamma-aminobutyric acid (GABA) 

exhibits its biological and chemical activities. The GABA molecule is responsible 

in neurotransmission from one neuron to another neuron and activates the ion 

channels to pass the chlorine and sodium ions in nerve cells. Its conformation in 

solid state and gas state are extremely different and it also shows five different 

conformations in aqueous solution. The study of its structure in such environment 

can reveal its activity in cellular environment. We have performed the classical 

molecular dynamics study of this system of GABA in aqueous medium to deal its 

structure. Radial distribution function (RDF) has been used to study the structural 

properties of the system. 

DOI: https://doi.org/10.3126/bibechana.v18i1.29442 
This work is licensed under the Creative Commons CC  BY-NC License. https://creativecommons.org/licenses/by-nc/4.0/ 
 

 
1. Introduction 

 

Gamma-aminobutyric acid (GABA), a chief 

inhibitory neurotransmitter, plays major role in 

reducing the neuronal excitability throughout the 

central nervous system [1-3]. It is mostly found in 

nervous system of highly developed brain of 

mammals. It is, in fact, a chemical messenger that 

transmits the signals across chemical synapses from 

one neuron to another neuron, gland cells or to the 

muscles [4]. It is also used to treat high blood 

pressure, stress and anxiety; and to stimulate the 

secretion of natural growth hormone of body. The 

disorder of GABA in the body may cause the 

neurologic and psychiatric conditions. In addition, 

GABA is also detected in the other part from 

central nervous system like intestines, kidneys, 

uterus, ovaries, lungs etc. So, it has several 

functions in body mechanisms [5]. 
 

GABA is synthesized from anion of glutamic acid, 

called glutamate, via the enzyme glutamate 

decarboxylase with pyridoxal phosphate as a 

cofactor [6]. Its chemical formula is C4H9NO2 and 

molar mass 103.120 g/mol. It is a white 

microcrystalline powder with density 1.11 g/mL. It 

is soluble in water with solubility value 130 g/100 

mL. The temperature difference between solid state 
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and the gas state is quite narrow, with melting point 

203.7oC and boiling point 247.9oC [7,8]. 
 
 

It contains a primary amine group and a carboxylic 

acid functional group, due to which it is categorized 

in amino acid group; however, the amino group (-

NH2) does not link to the alpha carbon as the 

ordinary amino acid contains. That is why, the 

GABA is not incorporated into the protein 

molecule. It is mostly found in zwitterion form [9, 

10]. The interesting characteristic of GABA is its 

nature of conformation with its surroundings. It is 

mostly found highly folded configuration in gas 

phase and extended form in solid phase. Its 

character is surprising in solvent. It has high 

solvent effect with five different conformation [11]. 

The biochemical functions of biomolecules are 

greatly influenced by their structural conformation. 

Since the GABA can be at different conformations 

in various phases and also in the surrounding 

conditions, its structural study makes the great 

sense to understand the neurotransmission in 

nervous system, the spinal cord and 

hyperpolarization condition in ion exchange 

process in nerve cells [12]. Several researches have 

been carried out to deal the structural 

conformations of GABA in aqueous solution; 

however its structural variations in the living body 

are still unclear. Solvation of GABA molecule in 

water resembles real body.  
 

Ashby et al. studied about different interactions 

with binding site that involved in GABA binding in 

molecular level; and Zafar and Jabeen studied the 

structure and function of GABA transporters 

(GATs)  using computational method [13, 14]. 

Also, many experimental studies about transport 

properties of GABA have been already performed. 

Umecky et al. and Yui et al. measured the binary 

diffusion coefficient of GABA in infinitesimal 

aqueous medium at different temperature using 

Taylor dispersion method [15,16]. Also, viscosity 

of aqueous solution of GABA was estimated by 

Romero and Beltron [17]. 

Molecular dynamics (MD) study can be considered 

as an alternative technique to study about many 

properties including structural analysis [18].  MD 

also provides guideline for experimental study. To 

our best knowledge, the structural properties of 

GABA in water have not been studied using 

molecular dynamics.  We expect that this study will 

help to learn the structural conformation of the 

molecule in water environment. 
 

In this paper, we have discussed methods and 

methodology in section 2. The results of the work 

are presented and discussed in section 3; and finally 

conclusions and concluding remarks are presented 

in section 4. 

 
 

Fig. 1: Snapshot of GABA molecule. 

 
 

2. Methods and Methodology 
 

 

Modeling of system 
 

We performed classical molecular dynamics 

simulations of the system of aqueous solution of 

GABA. GROMACS 5.1.1 software package was 

used for the simulations [19]. The OPLS-AA 

(optimized potentials for liquid simulations – all 

atom) force field for modeling the GABA molecule 

and three point SPC/E [20] water model were used 

during the simulations.  In the classical molecular 

dynamics simulations, we solve the Newton’s 

equation of motion [21]. To account the intra-

molecular interactions, the bonded interaction i.e. 

bond stretching, bond angle and dihedral potentials 

are considered. And, the non-bonded Coulomb and 

Lennard-Jones (LJ) interactions contribute to the 

inter-molecular interactions. The Coulomb 

interaction arises due to partial charges of the 
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atoms in GABA and water molecules. For SPC/E 

water model, the partial charges of hydrogen and 

oxygen atoms are +0.4238e and -0.8476e 

respectively where e is elementary charge; and 

Lennard-Jones (LJ) parameters are 0.316 nm and 

78.2kB.  Now, the inter-molecular interaction is 

caused due to non-bonded interactions which can 

be expressed as 

𝑉(𝑟𝑖𝑗) = 4𝜀 [(
𝜎

𝑟
)

12

− (
𝜎

𝑟
)

6

] +
𝑞𝑖𝑞𝑗

4𝜋𝜖𝑚𝑟𝑖𝑗
 

where 𝑟𝑖𝑗  is the distance between 𝑖𝑡ℎ &  𝑗𝑡ℎ atoms 

of charges 𝑞𝑖  & 𝑞𝑗  respectively, 𝜀  & 𝜎 are LJ 

parameters and 𝜖𝑚  is permittivity of medium 

between the charge. 
 
 

Computational details 
 

We performed the simulations of the system of 3 γ-

aminobutyric acid (GABA) as solute and 1035 

water molecules as solvent at 1 atm pressure at five 

different temperature: 298.2 K, 303.2 K, 313.2 K, 

323.2 K and 333.2. The simulations were carried 

out in cubic simulation box under periodic 

boundary conditions (PBC). At first, to remove van 

der Waals bad contact and to obtain the minimum 

potential energy state, energy minimization of the 

system was carried out using Steepest-descent 

method taking 50 kJ/mole-nm force tolerance [22, 

23].  
 

Many properties of the system under study depend 

upon the parameters like temperature, pressure etc. 

So, the system must be in thermodynamics 

equilibrium. For this, the system was equilibrated at 

each temperature for 200 ns time taking time step 

of 0.002 ps using isothermal-isobaric (NPT) 

ensemble. During equilibration run, velocity 

rescaling thermostat with 0.01 ps coupling time 

was used to control temperature and Beresdsen 

barostat  with coupling time of 0.8 ps was used to 

keep constant pressure [24]. LINCS algorithm and 

Maxwell-Boltzmann distribution were taken to 

constraint all bonds and to assign initial velocities 

for each particle respectively [24]. Also, Particle 

Mesh Ewald (PME) method was chosen to account 

the long range Coulomb interaction; and cut off 

parameters of 1 nm was taken for both short range 

Coulomb & Lennard-Jones (LJ) interactions.   In 

order to solve the equations of motion, Leap-frog 

algorithm was used [24]. Figure 2 represents the 

temperature and density profiles of the system after 

equilibration run at temperature of 303.2 K. Also, 

the simulated values of temperature and density are 

presented in the table 1.  

 

 

Fig. 2: Temperature (left) and density (right) profiles of the system after equilibration run at 303.2 K temperature.  
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Table 1: Simulated values of temperature and density at five different coupling temperature. 

 

Coupling Temperature 

(K) 

Simulated 

Temperature (K) 

Simulated    Density 

(kg/m3) 

Experimental Density 

(kg/m3)[25] 

298.2 298.20±0.01 990.07±0.02 997.03 

303.2 303.19±0.00 987.49±0.02 995.63 

313.2 313.19±0.04 981.46±0.03 992.19 

323.2 323.19±0.01 974.45±0.02 988.19 

333.2 333.19±0.02 967.19±0.02 983.17 

 

 

From the table , it is seen that the simulated values 

of densities at different coupling temperature agree 

within 2% with previously reported experimental 

values. 
 

After the equilibrating the system, the production 

run was done at each temperature using canonical 

(NVT) ensemble.  During the production run, 

velocity rescaling thermostat with coupling time of 

0.01 ps was used to control temperature. The 

velocities of final step of equilibration run were 

taken as initial velocities for production run. Each 

production was performed for 100 ns  with time 

step 0.002 ps.  

   

3. Results and Discussion 
 

In this section, we present the RDF between 

different atoms of GABA and Water molecules. 
 

Radial Distribution Function (RDF) 
 

Structural properties of the system has been 

studied by using radial distribution function 

(RDF).  RDF, that provides the idea of distribution 

of molecules around another molecule which is 

taken as reference, gives the probability of finding 

a pair of atoms located at distance `r' [26].  For 

liquid, RDF shows an oscillation up to certain 

distance and becomes unity which means that there 

is no correlation between molecules after the 

distance [27, 28]. The GABA molecule contains 

the functional groups  amide (-NH2) and carboxyl 

(-COOH). Thus, to find the structural properties of  

 

 

 
 

the system under study, we have calculated the 

RDF of oxygen of water & oxygen of water  (g OW-

OW(r)), oxygen of water & nitrogen of amide (- 

NH2) group of  GABA  (g OW-N1(r)),  and oxygen of 

water &  oxygen of carboxylic group (-COOH) of  

GABA   (g OW-O2(r)). Figures 3, 4 and 5 represent 

the  g OW-OW(r), g OW-N1(r) and g OW-O2(r) at five 

different temperature 298.2 K, 303.2 K, 313.2 K, 

323.2 K and 333.2 K respectively.  
 

In the RDF plots, there is a region from the 

reference atom up to which the value of RDF is 

zero. In this region, the probability of finding 

another atom is zero. Such region is known as 

excluded region (ER).  Beyond the zero probability 

region, some peaks are observed  and the value of 

RDF becomes unity beyond certain distance from 

reference atom. The unity value of RDF indicates 

that no correlation between atoms at that region i.e. 

correlation between atoms takes place up to certain 

distance from reference position [23]. Three peaks 

are observed between excluded and unity regions. 

The peaks indicate the favorable position of the 

atoms/molecules from reference. The first peak 

means the most favorable position of the atoms 

from reference.  The values of excluded region 

(ER), first peak position (FPP),  first peak value 

(FPV) ), second peak position (SPP), second peak 

value (SPV) ), third peak position (TPP) and  third 

peak value (FPV)  for g OW-OW(r), g OW-N1(r) and g 

OW-O2(r)  are presented in Tables 2, 3,and 4 

respectively.  
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Fig. 3: RDF between oxygen atoms of  water (g OW-OW(r)) at different temperature. 

 

 

Fig. 4: RDF between nitrogen of GABA and oxygen of water (g OW-N1(r)) at different temperature.

.

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 5: RDF between oxygen of GABA and oxygen of water (g OW-O2(r)) at different temperature. 
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Table 2: Simulated data for Radial distribution function (RDF) between water molecules (g OW-OW(r))     

at different temperature. 
 

Temperature(K) ER(nm) FPP(nm) FPV SPP(nm) SPV TPP(nm) TPV 

298.2 0.240 0.274 3.141 0.450 1.126 0.686 1.046 

303.2 0.240 0.276 3.104 0.450 1.120 0.690 1.040 

313.2 0.240 0.276 3.018 0.450 1.103 0.688 1.037 

323.2 0.240 0.276 2.936 0.450 1.087 0.694 1.036 

333.2 0.240 0.276 2.874 0.450 1.075 0.686 1.034 

  

Table 3: Simulated data for Radial distribution function (RDF) between nitrogen (N1) of GABA and  

water molecules (g OW-N1(r)) at different temperature. 
 

Temperature(K) ER(nm) FPP(nm) FPV SPP(nm) SPV TPP(nm) TPV 

298.2 0.248 0.284 1.379 0.466 1.016 0.726 1.047 

303.2 0.248 0.286 1.352 0.452 1.017 0.712 1.047 

313.2 0.246 0.284 1.359 0.470 1.004 0.730 1.048 

323.2 0.248 0.286 1.344 0.468 0.997 0.724 1.045 

333.2 0.248 0.290 1.321 0.458 0.985 0.726 1.040 

 

Table 4:  Simulated data  for Radial distribution function (RDF) between oxygen (O2) of GABA and water  

molecules (g OW-O2(r))  at different temperature.  

     

Temperature(K) ER(nm) FPP(nm) FPV SPP(nm) SPV TPP(nm) TPV 

298.2 0.234 0.266 1.258 0.494 1.003 0.700 1.039 

303.2 0.236 0.266 1.231 0.494 1.008 0.700 1.039 

313.2 0.234 0.266 1.242 0.490 1.006 0.684 1.034 

323.2 0.234 0.266 1.228 0.494 0.999 0.690 1.037 

333.2 0.234 0.266 1.188 0.488 0.991 0.684 1.031 

 

 

The values of  Lennard-Jones parameter (σ) for 

OW-OW, OW-N1 and OW-O2 are 0.316 nm, 0.323 

nm and 0.308 nm respectively.  And, the calculated 

values of van der Waals radius (21/6 σ) for OW-OW, 

OW-N1 and OW-O2 are 0.355 nm, 0.363 nm and 

0.346 nm respectively. From the Tables 2-4,  it is 

clearly observed   that the values of first peak 

position (FPP) are smaller than  the respective van 

der Waals radius, which indicates that other 

potentials  along with Lennard-Jones (LJ) also 

contribute for stability of the system. On the other 

hand, Coulomb interactions arise in the system due 

to  partial charges of hydrogen and oxygen of   

 

 

 

SPC/E water model, and  of N1 from -NH2  & O2 

from -COOH group of GABA molecule. Thus, both  

Coulomb as well as LJ including many body effects 

are responsible for structural properties of the  

system [19, 20].  From the Table, it is also observed 

that the values of excluded region (ER)  are less 

than corresponding values of the van der Waals 

radius. 
 

4. Conclusions and concluding remarks 
 

 

We performed classical molecular dynamics of  a 

system of 3 γ-aminobutyric acid (GABA) as solute 

and 1035 water as solvent at five different 



Shyam P. Khanal et al. / BIBECHANA 18 (1) (2021) 67-74  

73 
 

temperature: 298.2 K, 303.2 K, 313.2 K, 323.2 K 

and 333.2 K using GROMACS 5.1.1 package. 

During the simulations, SPC/E water model and 

OPLS-AA force field parameters were used. Radial 

distribution function (RDF) was taken to analyze 

the structural properties of the system. For this, we 

plotted the RDF between different atoms at five 

different temperature i.e. (i) oxygen atoms of water 

molecules (g OW-OW(r)), (ii) nitrogen of –NH2 group  

of GABA and oxygen of water (g OW-N1(r)) and (iii) 

oxygen of –COOH group of GABA and oxygen of 

water (g OW-O2(r)).   From all the plots, we observe 

that both excluded region (ER) as well as first peak 

position (FPP) are smaller than the corresponding 

van der Waals radius.  This indicates that along 

with Lennard Jones (LJ), Coulomb potential which 

arises due to the partial charges of different atoms 

as well as many body effects also contribute to the 

structural properties of the system. 
 

In near future, we intend to study about the free 

energy calculation of the system.  
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