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ABSTRACT 
 

In today’s world of competitiveness, sentiment analysis has wide range of applications from 

medical perspective to examine the mental situation of the person to entertainment industry, 

corporates, politics and so on in order to examine the perspective and views of the people 

towards their product. News media play vital role in shaping the views of public regarding any 

product or people. The dataset used for this thesis is headlines dataset of one of the leading new 

portals of India i.e., Times of India. Both supervised and unsupervised techniques would be 

used to perform the analysis on the dataset. The thesis has two aspects i.e., first, sentiment 

analysis for which supervised technique Bi-LSTM will be used and second, topic modeling for 

which unsupervised techniques LDA (Latent Dirichlet Allocation) and LSA (Latent Semantic 

Analysis) will be compared, and then the best performing algorithm will be used for topic 

classification. The topics identified will be used to classify the dataset so that prediction of topic 

for particular headline can be done. 

 

 

Keywords: sentiment analysis, topic modeling, data visualization, News headline, Bi-LSTM, 

LDA, LSA 
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Chapter 1:  INTRODUCTION 
 

1.1. Background 

 

In the last few years, social media platforms have evolved a lot. Some of the most popular social 

media sites are Facebook, Twitter, Youtube and so on. People love to spend more time on 

exploring social media sites while using the internet. People share their day-to-day life on social 

media. They express themselves more freely on social media without being afraid of anything. 

The beauty of the social media is that it has empowered every section of the society without 

distinguishing between rich and poor, the so-called upper caste and lower caste, elite and non-

elite. Any important incidence that takes place in our country or society or localities, people 

love to share their thoughts and feelings on such incidences through social media posts. Many 

times, nowadays, even the investigating agencies depend upon social media posts and analysis 

to solve criminal cases. The power of social media is such that political parties and leaders 

around the world create a special IT (Information Technology) team to keep an eye on what 

people are talking and thinking about the policies of a particular party or leader. Due to 

importance of social media, all news portals have made their strong presence on various social 

media platforms. News portals have huge potential to influence the thought process of 

individuals so the analysis of their headlines can give vital information regarding the events 

happening within the country and around the world. 

As the world moves towards digitization, more digital data will be generated and those data 

would be vital to understand sentiment of people for positive cause, if used wisely. The misuse 

of those data could even lead to manipulation of feeling of the people towards some sensitive 

issues like national security. 

 

1.1. Sentiment analysis 

Sentiment analysis is considered as one of the important aspects in many areas like treatment of 

mental health problem, understanding the sentiment of people regarding the product of any 

companies, prediction of share markets, views of people regarding the launch of any scheme by 

the government, detecting fake news being circulated among the people, and so on. There are 

various ways in which one can try to understand the sentiment of people like conducting survey, 

preparing questionnaire, using the audio or video of the individuals or using the posts made by 

them on various social media sites.  

Sentiment analysis is open research field. Various researches have been done and many are 

research works are going on regarding analysis. All researches offer something different than 

other but none of them are have been able to offer a complete solution and this is also due to the 

limitations of research in the field of Natural Language Processing and unavailability of open 
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and good datasets in the regard of this field. Sentiment analysis can be done through datasets 

available in various forms such as text, audio, video, images and so on. Comparatively it is 

easier to perform analysis on textual data due to the limitations of hardware and other resources 

for training a model. Sentiment analysis is an important field of NLP. NLP plays vital role in 

understanding the context of textual data. Also, it is very effective to unearth the pattern within 

unstructured data. After going through a number of research papers, the use of Bi-LSTM is 

found to be more effective as it takes context into consideration which plays significant role in 

improving the efficiency.  

 

  

Fig 1.1 Four stages of sentiment analysis 

 

 

Challenges of sentiment analysis: 

• Lack of availability of enough domain specific dataset 

• Multi-class classification of the data 

• Difficult to extract the context of the post made by the users 
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1.2. Topic Modeling 

 

Topic modeling is an unsupervised technique as it is used to perform analysis on text data having 

no label attached to it. As the name suggests, it is used to discover number of topics within the 

given sets of text like tweets, books, articles and so on. Each topic consists of consists of words 

where order of the words does not matter. It performs automatic clustering of words which best 

describes a set of documents. It gives us insight into number of issues or features users are taking 

about as a group.  

Fig 1.2 Topic Modeling 

 

For example, let us say a company has launched a software in the market and it receives a 

number feedbacks regarding various features of the product within a specified time period. Now, 

rather than going through each review one by one, if we apply topic modeling, we will come to 

know how users have perceived the various features of the product very quickly. It is one of the 

important techniques to perform text analysis on unstructured data. After performing topic 

modeling, we can even perform topic classification to predict under which topic the upcoming 

reviews fall. There are various techniques to perform topic modeling, among which LDA is 

considered to be the most effective one. 
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1.3. Problem definition 

 

Since there is no laboratory test available that could be used to predict the sentiment of people, 

news portal could offer a reliable platform for social science research. Due to the digitization of 

news portal, its outreach has increased and has the capacity to influence big events happening 

around the world due to which news portal has become a good source, for research in various 

fields like psychology, politics, entertainment and so on. Especially the news headlines are quite 

efficient for task like sentiment analysis due to limited number of number characters and 

targeted words used while publishing headlines so it would be useful to capture the emotions of 

people more efficiently and also easy to find topics being discussed in a collection of headlines. 

Both supervised and unsupervised techniques can be used to perform complete analysis of texts 

from various perspectives. 

 

1.4. Objectives 

 

• To quantitatively analyze the effect of various preprocessing techniques on the analysis 

of data. 

• To perform analysis on textual data using both supervised and unsupervised techniques 

i.e., Bi-LSTM and LDA respectively for sentiment analysis and topic modeling. 

• To perform exploratory analysis to get insights into useful information from the data. 
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Chapter 2: LITERATURE REVIEW 
 

With the advancement and growth of online businesses, it has become easy for the companies 

to get feedback from the customers directly and work on their weaknesses to be able to 

strengthen their position in the market. They can also understand the emotions of people 

regarding their products through sentiment analysis [1]. Though the social media platforms have 

provided freedom of expression to people, it has led to cause some disturbing events as well. 

The hate speech over social media is one of the major concerns for various users. It has caused 

serious threat to the life of people. Sentiment analysis can play a big role in identifying hate 

speech over social media platforms and punch the perpetrators of those hate speeches. For this 

various deep learning techniques like CNN, RNN can be used [2]. 

Research conducted by Stanford University has used the emotion symbols to extract the tweets 

(using twitter’s API) where each tweets represent either positive or negative sentiments. Various 

data preprocessing techniques have been applied to improve the accuracy of the classification 

models. Their research can be used to automatically classify the tweets without manual 

intervention. They have performed the overall sentiment analysis without focusing on a 

particular domain [3]. Twitter has become an important means to analyze the opinions, attitudes, 

emotional feeling of the people due to its growing popularity and influence among every class 

of people. There are many ways in which the sentiment analysis can be performed but the 

accuracy of the system is still a matter of concern due to lack of availability of proper datasets 

and the complexity involved withing Natural Language Processing (NLP) [4]. 

Sentiment analysis has many applications from entertainment industry to healthcare. A lot of 

researches are going on in this regard. Due to lack of availability of enough data, research work 

in this field has been hampered to some extent. Even if the data is available, it requires a lot of 

paper work and agreements to be fulfilled in order to obtain it. In fact, in some cases it could 

take few months as well in order to obtain the data [5].  

With the advent of social networking sites, people love to share their feeling through it rather 

than discussing among the family members. Due to this amount of information available, many 

researches are being conducted in the field of mental health using the techniques of Natural 

Language Processing (NLP) [6]. The data related to mental health are still considered very 

confidential and not made publicly available by most of the authors due to agreement with the 

source from where the data have been collected. But with the invent of latest technologies we 

have now few APIs like tweepy, twitter 4j etc. which could be used to get data online to help 

analyze the sentiment of people using various social media sites.  There are various social media 

websites which not only help to share written posts but also to share or host images like flickr, 

Instagram and so on. Even using and analyzing the pictures shared by different users on these 

platforms, to express their mood and feeling, can be used to understand their emotional side and 

sentiments [7]. Various classification techniques can be used to compare the result of classifying 

the data.  
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Though social media is often heard to contribute to mental illness in individuals due to increased 

anxiety, the same social media has also empowered people to overcome any stigma and outdated 

beliefs and express their thoughts without any fear. Due to this openness and freedom provided 

by social media, it becomes the duty of those platforms to do their bits in helping deal with 

existing and increasing mental health problems. Still, none of the researches have assured that 

it can help to accurately predict all the suicidal and non-suicidal posts made through social media 

by different users [8]. It is due to the problems associated with Natural Language Processing. 

Though it is difficult to provide 100% accurate result, it does give some sorts of idea and in 

some cases also helps to avert any kind of mishaps from happening. Except social media posts, 

there are also some other ways that could contribute to sentiment analysis of individuals. One 

of them could be classification of suicidal notes. It involves linguistic analysis. Different people 

express their feeling differently in the suicide notes. The use of language, pronouns, grammars 

vary vastly which makes it difficult to correctly classify suicidal and non-suicidal notes [9]. 

Some other researches have also been conducted to identify genuine and fake suicide notes. 

From traditional to latest machine learning techniques, a lot have been used in this problem 

domain. One of the reasons for reduced number of research in this domain is availability of 

small sample size, if in case any available. Use of NLP and text mining in sentiment analysis is 

still in its infancy, that’s why we could see that the big social media tech giants find it difficult 

to accurately identify posts expressing negative sentiments [10]. 

In the early days of sentiment analysis, classifications were done based on the individual words 

rather than understanding the context in which those words have occurred [11]. Later on, 

wordnet based approach was proposed for sentiment analysis by calculating the distance 

between the word appeared in a text to the word “good” or “bad” [12]. Some researchers even 

used Cosine distance for better accuracy. The use of Bi-LSTM in sentiment analysis takes the 

context into consideration due to which it has been found to be more effective in sentiment 

analysis over other methods [13]. 

It is not easy to deal with huge text and get insights into what the text is trying to depict, topic 

modeling is one of the techniques to easily under the subjects depicted by the large collection 

of text [14]. Topic modeling has been studied and applied in various fields like political science, 

customer reviews, software engineering, medical, linguistic science [15]. Though there are 

many topic modeling algorithms available, it is necessary to perform the tuning and optimization 

of such algorithms to get reliable result. It is necessary to understand the underlying process in 

topic modeling algorithms to decide which algorithm best suit the given purpose [16]. 
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Chapter 3: METHODOLOGY 
 

In this work, we intend to apply supervised and unsupervised technique on a given dataset i.e., 

“times_of_india_headlines”. The dataset is a collection of news headlines of one of the leading 

newspapers of India i.e., Times of India. For supervised learning Bi-LSTM (Bi-directional Long 

Short-Term Memory) will be used for performing sentiment analysis. Once the result from Bi-

LSTM is obtained, it will be compared with ensemble model to see which performs better. LDA 

(Latent Dirichlet Allocation) will be used for topic modeling, which is an unsupervised 

technique. One of the major aspects of this work also includes quantitative analysis of data 

preprocessing, which help us to understand how data preprocessing plays vital role in obtaining 

reliable results, when passed through a model.  

 

3.1. Overview of Methodology 

 

Fig 3.1 Proposed Methodology 
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In this process, the dataset of news headlines of “Times of India” will be collected. The 

collected data may not be in suitable form to be used directly for our model, so various steps 

like removing symbols, converting into small letters etc. would be applied for cleaning of data. 

Some quantitative analysis of preprocessed data would be performed to see the status of data 

before and after preprocessing. For sentiment analysis, ensemble model would be built using 

various machine learning models like ridge classifier, naïve bayes, ada boost and so on. Also, 

deep learning method i.e., Bi-LSTM would be used which is supposed to be more suitable for 

text analysis. The accuracy of both the model would be compared and the best model would 

be used for classification.  

Similarly, for topic modeling two best known models i.e., LSA and LDA would be used to find 

the ideal number of topics hidden within the dataset. For this, the result would be observed 

for varying number of topics for both the models. The best performing model would be 

selected for classifying the dataset with the identified number of topics. Finally, Bi-LSTM would 

be used to train the dataset to classify the news headlines into various topics. 

 

3.2. Dataset used 

 

The dataset that will be used for this thesis is “times_of_india_headlines. This dataset contains 

a number of collection of headlines of the year 2019 AD. The dataset mainly covers the news 

of events in India. It has three columns and over 60 thousand of rows. As the dataset is not 

cleansed, it requires preprocessing task to be performed before applying it on model. 

The columns with the datasets are listed below: 

• Text (i.e., news headlines) 

• Published_date 

• Sentiment  
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Fig 3.2 Sample of dataset 

 

3.3 Data preprocessing 

 

The dataset in original form cannot be fed directly as input to the model as it contains lots of 

redundant data. Mainly the data collected from online platforms are either unstructured or semi-

structured as they may contain such information which may be insignificant for our analysis. 

So, we need to remove those insignificant data. In our case the headlines may contain URLs, 

special symbols, white spaces, words of different case and so on. Proper cleaning of data can 

help us reduce the number of features extracted from the dataset. Also, because our dataset is 

large, it can reduce the training time and helps in performing precise prediction. 

 

Some major steps involve in data preprocessing are listed below: 

• converting the tweets to lower case letters 

• removing stop words 

• removing the URLS that could be present 

• removing emoticons 
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• removing non-ascii characters 

• removing non-English tweets 

• removing special characters 

• stemming down the words 

 

 

Fig 3.3 Sample of preprocessed data 

 

3.4. Word Embedding 

 

It is difficult to perform analysis on the text so we use word embedding techniques to convert 

the texts into numerical representation. This is also called vectorization of the words. It is a 

representation technique for text in which words having same meaning are given similar 

representation. It helps to extract features from the text. 

i. Bag of Words (BoW) 

It is one of the most widely used technique for word embedding. This method focuses on the 

frequency of the words. It is easy to implement and also efficient at the same time.  In Python, 

we can use CountVectorizer() function from sklearn library to implement Bag of Words. A 

graphical representation of bag of Words has been shown in the figure below. 
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The reason for selecting BoW as word embedding technique is that it is still widely used 

technique due to its simplicity in implementation. It is also very useful when working on a 

domain specific dataset. If not entirely, it does give some idea to the researchers regarding the 

performance of the work. 

 Fig 3.4 Representation of BoW 

 

ii. TF-IDF (Term Frequency- Inverse Document Frequency) 

Term Frequency is used to count the number of words in a document. It is not necessary that 

the words with higher frequencies tend to represent significant information about the 

document. A word appearing in a document for many times does not mean it is relevant and 

significant all the time. Many times, words with less frequencies carry more significant 

meanings about the document. One way to normalize the frequency of words is to use TF-IDF. 

Inverse Document Frequency (IDF) is used to calculate the significance of rare words or words 

with less frequencies. 
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The reason for using TF-IDF is it can be used to find and remove stop words in the textual 

data. It helps to find unique identifier in a text. It helps to understand the importance of a 

words in entire document which in turn can help in text summarization. 

 

3.5. N-grams 

 

N-gram is N sequence of words. It can be unigram (one word), bigram (sequence of two words), 

trigram (sequence of three words) and so on. It focuses on sequence of words. Such method 

is very useful in speech recognition, predicting input text and so on. It helps us to predict the 

next words that could occur in a given sequence. Search engines also uses n-gram technique 

to predict the next word while search query is typed in a search bar.  

Let us consider a sentence:  

“This is so weird.” 
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The bigram of this sentence can be written as: 

• “This is” 

• “is so” 

• “so weird” 

With n-grams, we can use a bag of n-grams (for example, bag of bigrams) instead of only using 

a bag of words. A bag of bigrams or trigrams is more powerful that using just bag of words as 

it takes the context into consideration as well. 

 

3.6 Sentiment analysis 

 

3.6.1 RNN 

 

In traditional neural networks, inputs and outputs were independent of each other. To predict 

next word in a sentence, it is difficult for such model to give correct output, as previous words 

are required to be remembered to predict the next word. For example, to predict the ending of a 

movie, it depends on how much one has already watched the movie and what contexts have 

arrived to that point of time in the movie. In the same way, RNN remembers everything. It 

overcomes the shortcomings of traditional neural network with the help of hidden layers. 

Because of the quality to remember the previous inputs, it useful in prediction of time series. 

This is called Long Short-Term Memory (LSTM). 

 

 

 

Fig 3.5 LSTM Architecture 
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Calculation of current state: 

 

Where, 

ht = current state 

ht-1 = previous state 

xt = input state 

 

formula for activation function (tanh): 

 

whh = weight at recurrent neuron 

wxh = weight at input neuron 

formula for output: 

 

Where, 

Yt = output 

Why = weight at output layer 

 

3.6.2 Bi-LSTM 

 

Combining two independent RNN together forms a Bi-LSTM (Bidirectional Long Short-Term 

Memory). It allows the network to have both forward and backward information. Bi-LSTM 

gives better result as it takes the context into consideration. 
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Example: 

 

Fig 3.6 Bi-LSTM Architecture 

 

In NLP, to find the next word, it is not that we need only the previous word but also the 

upcoming word. As shown in the example above, to predict what comes after the word “Teddy”, 

we can’t be dependent only upon the previous word (which is “said” in this case) because it 

same in both the cases. Here, we need to consider the context as well. If we predict “Roosevelt” 

in the first case then it will be out of context as it will read as [He said, “Teddy Roosevelt are 

on sale!”]. So, Bi-LSTM is important to taken context into consideration. 
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3.6.3 Ensemble model 

 

Various machine learning techniques will be to train the dataset for sentiment analysis and their 

accuracy will be calculated. Based on their calculated accuracy, top performing models will be 

selected to build an ensemble model to get a single accuracy. This obtained accuracy will be 

compared with the accuracy obtained using Bi-LSTM to find which performs better. Voting 

classifier will be used to build an ensemble model. 

 

Fig 3.7 Voting classifier ensemble model 

 

3.7 Topic Modeling 

 

Topic modeling is an unsupervised method used to perform text analysis. When we are given 

large sets of unlabeled documents, it is very difficult to get an insight into the discussions upon 

which the documents are based upon. Here comes the role of topic modeling. It helps to identify 

a number of hidden topics within a set of documents. Based on those identified topics, the entire 

sets of documents can be classified. Also, it can be used to predict the topic of upcoming 

documents. It can have various applications like customer reviews, story genre prediction, 

tweets classification, news headlines classification and so on.  
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3.7.1 LDA 

 

LDA (Latent Dirichlet Allocation) is one of the most used and well-known technique to perform 

topic modeling.  

 

The word latent means hidden because we don’t know what topics a set of documents contain. 

Based on probability distribution of occurrence of words in each document, they are allocated 

to defined topics. 

Working of LDA: 

• What we want for LDA is to learn topic mix in each document and also learn the word 

mix in each document. 

• We choose a random number of topics for the given dataset. 

• Assign each word in each given document to one of the defined topics, randomly. 

• Now, we go through each and every word and to which topic those words are assigned 

to in each of document. Then, it is analyzed how often the topic occurs in the document 

and how often the word occurs in the topic as a whole. Base on this analysis, new topic 

is assigned to the given word. 

• It goes through a number of such iterations and finally the topic will start making sense. 

We can analyze those found topics and assign a suitable name to those topics which best 

describe them.  
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Fig 3.8 Schematic diagram of LDA algorithm 

 

 

3.7.2 LSA 

 

LSA (Latent Semantic Analysis) is another technique used for topic modeling. The main concept 

behind topic modeling is that the meaning behind any document is based on some latent 

variables so we use various topic modeling techniques to unravel those hidden variables i.e., 

topics, so that we can make sense out of given document. LSA is mostly suitable for large sets 

of documents. It converts the documents into document term matrix before actually deriving 

topics from the documents. 

Working of LSA: 

• The given text is converted into document- term matrix using either bag of words or 

Term Frequency- Inverse Document Frequency. 

• Then, using Truncated Singular Value Decomposition (SVD). It is at this stage the topics 

within the documents are identified. Mathematically, it can be given as, 

 

 

 



 
 

19 
 

Though it may look difficult to understand at first glance, in simple terms what the above 

formula represents is that it simply decomposes high dimensional matrix into smaller matrices 

i.e., u, s and v, where, 

A = n*m document-term matrix (n = no. of documents and m = no. of words) 

U = n*r document-topic matrix (n = no. of documents and r = no. of topics) 

S = r*r matrix (r = no. of topics) 

V = m*r word-topic matrix (m = no. of words and r = no. of topics) 

• Finally, we can now classify which document belongs to which topics. 

 

 

Fig 3.9 Schematic diagram of LSA algorithm 

 

 

3.8 Confusion Matrix 

 

Confusion matrix is an important metric to evaluate the performance of classifier. The 

performance of a classifier depends on their capability predict the class correctly against new or 

unseen data. It is one of the easiest metrics for finding the correctness and accuracy of the model. 

The confusion matrix in itself is not a performance measure but all the performance metrics are 

based on confusion matrix. The ideal situation for any classification model would be when FP=0 

and FN=0 but that’s not the case in real life. Depending upon the situation, we might want to 

minimize either FP or FN.  
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Fig 3.10 Confusion Matrix 

 

Let us consider both the situations with the help of example. 

Case 1: Minimizing FN 

Let, 

1 = person having cancer 

0 = person not having cancer 

In this case, having some False Positive (FP) cases might be okay because classifying a non-

cancerous person as cancerous does not affect a lot because on further test we will anyway find 

out that the particular person does not have cancer. But having False Negative (FN) cases can 

be hazardous because classifying a cancerous person as non-cancerous can cause serious threat 

to the life of that person. So, in this case we need to minimize FN. 
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Case 2: Minimizing FP 

Let, 

1 = Email is a spam 

0 = Email is not spam 

In this situation, having False Positive (FP) cases i.e., wrongly classifying non-spam or 

important email as spam can cause serious damage to the business, financial loss to the 

individuals and so on. Thus, in this situation we need to minimize FP. 

Various metrics based on confusion matrix 

1. Accuracy: It is the number of correct predictions made by the model over all kinds of 

predictions made. It is a good measure when the target variable classes in the data are 

nearly balanced. 

 

Accuracy = 
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑃+𝑇𝑁+𝐹𝑁
 

 

2. Precision: It is defined as the ratio of number of positive samples correctly classified as 

positive to the total number of samples classified as positive (either correctly or 

incorrectly). It reflects how reliable the model is in classifying the samples as positive. 

It is used if the problem is sensitive to classifying a sample as positive in general. 

 

Precision = 
𝑇𝑃

𝑇𝑃+𝐹𝑃
 

 

3. Recall or sensitivity: It is defined as the ratio of number of positive samples correctly 

classified as positive to the total number of actual positive samples. It measures the 

model’s ability to detect positive samples. Higher the recall value, more positive samples 

are detected. It is independent of how the negative samples are classified. It is used if 

the goal is to detect all the positive samples without caring whether the negative samples 

would be misclassified as positive. 

 

Recall = 
𝑇𝑃

𝑇𝑃+𝐹𝑁
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Chapter 4: RESULTS AND ANALYSIS 

 

4.1 Preprocessed data 

 

 

 

Fig 4.1 Sample of Preprocessed data 

 

Some quantitative results of preprocessing are given below: 

 

Total sentences: 63080 
 
Total Words before preprocess: 738298 
Total Distinct Tokens before preprocess: 151401 
Average word/sentence before preprocess: 11.78589436 
 
Total Words after preprocess: 435436 
Total Distinct Tokens after preprocess: 46286 
Average word/sentence after preprocess: 6.94530312 
Total emoticons: 18413 
Total slangs: 509 
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4.2 Results of Sentiment analysis 

 

4.2.1 Sentiments distribution 

 

 

Fig 4.2 Sentiments distribution 

As it can be seen in the fig 4.2, the positive and negative classes have been equally distributed. 

This helps to make our classification more accurate and improves the prediction of new data. 

 

4.2.2 Distribution of Length of new headlines 

 

Fig 4.3 News length distribution 
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From the fig 4.3, it can be seen that in both the positive and negative cases of length distribution 

of news headlines, there is only one peak which means there is no mixing of other classes within 

these two classes. Had there been more than one peak in any of these classes, there could have 

been neutral headlines mixed within these classes but there is no such case as observed from the 

figure above. 

 

4.2.3 Positive vs Negative frequency graph (for same word) 

 

 

Fig 4.4 Words occurrences in both positive and negative classes 

 

The fig 4.5 shows the plot of words which have occurred in both the positive and negative 

sentiments.  The negative frequency of such words plotted on X-axis and positive frequency 

plotted on Y-axis. It can be seen there are many words whose positive and negative frequency 

occurrences are below 200. There are very few words which have occurred in both the positive 

and negative sentiments with higher frequencies. Some words with occurrences in both the 

sentiments have been shown in fig 4.4 below. 
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Fig 4.5 Positive vs Negative frequency graph 

 

4.2.4 Accuracy with various n-grams (for ML model) 

Fig 4.6 Accuracy graph for n-grams 
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The fig 4.6 shows the plot of n-grams with TF-IDF and count vectorizer word embedding 

techniques.  The above figure can be used to compare the accuracy of word embeddings with 

various n-grams so that the one with highest accuracy can be used for training the classification 

model. In our case, it can be visualized that the accuracy is higher for unigram for both 

embedding techniques when the number of features is less than ten thousand, but as the 

number of features are increased the bigram count vectorizer is seen to have higher accuracy 

at thirty thousand features. The trigram TF-IDF and bigram TF-IDF is seen to have lower 

accuracy at thirty thousand features. Also, the difference between higher and lower accuracy 

at thirty thousand features is approximately one percent. Because there is not much difference 

between the accuracies of various n-grams, the trigram with TF-IDF word embedding would 

be taken for training the model. This is because trigram helps to take the context of the word 

into consideration. This helps in overcoming the difficulty with the words which have appeared 

in both positive and negative news headlines. Also, TF-IDF helps to give more importance to 

the rare words that have occurred in news headlines. 

 

4.2.5 Accuracy of Ensemble model (ML algorithm) 

 

After performing classification using various Machine Learning algorithms, accuracy of those 

algorithms was used to form an ensemble model using Voting classifier model. The ML models 

used were Logistic regression, Ridge classifier, Linear SVC, Ada boost, Passive aggressive 

classifier. The ensemble model can be of two types i.e., hard voting and soft voting. In hard 

voting, the sum of class predicted by each model is calculated and the class with highest 

number of votes is chosen as the final predicted class of the ensemble model. Similarly, in case 

of soft voting, the sum of predicted probabilities for each class made by the each model is 

calculated and the class with highest probability is chosen as the final predicted class. 

The accuracy of ensemble model using both voting hard and voting soft are given below: 

Accuracy with Voting hard = 81.67% 

Accuracy with Voting soft = 80.45% 
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4.2.6 Model accuracy and loss graph for Sentiment analysis (using Bi-LSTM) 

Fig 4.7 Accuracy and loss graph for sentiment analysis 

 

The fig 4.7 shows Bi-LSTM model accuracy and loss graph for sentiment analysis. The callback 

function has been employed to automatically stop the training when the accuracy or loss 

condition is met. The maximum epochs that have been required in this case is 20. The accuracy 

for training set is higher than validation set. Also, the loss for training set is lower than that of 

validation set because the validation set is unseen data whereas as the training set is seen data, 

which in turn increases the accuracy of training set. 

 

4.2.7 Results of Bi-LSTM model for sentiment analysis  

 

No. of epochs = 20 

Batch size = 64 

Learning rate= 0.1 

 

Precision = 75.38% 

Recall or Sensitivity = 84.57% 

Model Accuracy = 84.92% 

train 

validation 

validation 

train 
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Fig 4.8 Confusion matrix for sentiment analysis (Bi-LSTM) 
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4.3 Results of Topic Modeling 

 

4.3.1 LSA clustering graph for varying topics  

Fig 4.9 LSA topic modeling for 4 and 8 topics 

Fig 4.10 LSA topic modeling for 12 and 16 topics 

4 8 

12 16 
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Fig 4.11 LSA topic modeling for 20 and 24 topics 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 4.12 LSA topic modeling for 28 and 32 topics 

20 24 

28 32 
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Fig 4.13 LSA topic modeling for 36 and 40 topics 

 

4.3.2 LDA clustering graph for varying topics 

 

Fig 4.14 LDA topic modeling for 4 and 8 topics 

36 40 

4 8 
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Fig 4.15 LDA topic modeling for 12 and 16 topics  

 

Fig 4.16 LDA topic modeling for 20 and 24 topics  

20 24 

12 16 
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Fig 4.17 LDA topic modeling for 28 and 32 topics 

 

Fig 4.18 LDA topic modeling for 36 and 40 topics 

28 32 

36 40 
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4.3.3 LSA bar graph for topics distribution 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 4.19 LSA topic distribution for varying number of topics 
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4.3.4 LDA bar graph for topics distribution 

 

Fig 4.20 LDA topic distribution for varying number of topics 
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36 

32 

24 

12 16 

20 24 

28 32 
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Comparing the topics distribution graph for varying number of topics for both LSA and LDA, 

it can be observed that LDA has more uniform topic distribution than LSA. So, from topic 

distribution graph also, we can conclude that LDA is better algorithm for topic distribution than 

LSA. 

 

From our above analysis, LDA was found to be better for topic modeling so we will use LDA 

for identifying topics from the given data of news headlines. The entire news headlines would 

be classified into identified number of topics. Then the Bi-LSTM would be used to train the 

model in order to make predictions about the topic of particular news headlines. 

 

Though we can have a desired number of topics, but it is necessary to have a balance between 

number of topics and accuracy of the model. The accuracy of model would be higher for lesser 

number of topics but as the number of topics are increased, the accuracy of model decreases 

because the homogeneity of topics distribution also decreases as shown in the figure 4.20. Thus, 

we have to make a tradeoff between the number of topics and the accuracy of the model. The 

number of topics should be chosen in such a way that it gives proper insight about the data. 

 

 

Number of Topics (using LDA) Accuracy (using Bi-LSTM) (%) 

4 92.94 

8 87.74 

12 87.32 

16 85.31 

20 82.21 

24 81.34 

28 80.32 

32 78.61 

36 75.43 

40 74.01 

 

 

Table 4.1 Accuracy for varying number of topics 

The table 4.1 shows that the accuracy of Bi-LSTM model decreases with increment in number 

of topics. The topics 24 with accuracy 81.34% looks good for classification as the accuracy of 

model is quite good and also 24 topics shows clear insight into the topics of the data. The 

separation of topics is also good for 24 topics. Beyond 24 the topics start mixing up with each 

other, which makes it difficult to distinguish among the topics.  
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4.3.5 Result of Bi-LSTM model for Topic Modeling 

 

After going through the clustering and bar graphs of both LDA and LSA, it was found that LDA 

model is performing better than LSA model for any number of topics. So, LDA model was used 

for classification of news headlines dataset into a number of identified topics. In LDA as well 

after striking balance between number of topics and accuracy, the model with 24 topics was 

found to be better as the topics are more easily identifiable. Thus, the entire dataset was 

classified into 24 topics. Once it was done, the newly classified dataset was trained using Bi-

LSTM model so that unseen news headlines could be categorized into one of 24 topics. 

 

 

Fig 4.21 Model accuracy and loss graph for topic modeling 

 

The callback function was used so that the training of model stops once it’s accuracy or loss 

value is satisfied. 

No. of epochs = 16 

Batch size = 64 

Learning rate= 0.1 

 

Precision = 89.25% 

Recall = 74.17% 

Model Accuracy = 81.34% 

train 

train 

validation 

validation 
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Fig 4.22 Confusion matrix for 24 topics (LDA) 

 

When the bar graphs for varying number of topics are observed, it can be seen that the graph is 

more uniformly distributed when the number of topics is less. As the number of topics are 

increased the graph become non-uniform. Also, the accuracy of model decreases as the number 

of topics are increased, so it is necessary to maintain balance between number of topics and 

accuracy of the model. Both these factors cannot be considered into isolation, they should be 

evaluated together. If we want more precise classification of news headlines, we may have to 

compromise on accuracy to some extent and vice-versa. Thus, after taking various factors into 

consideration, twenty-four topics was found to be better classification with good accuracy of 

model as well. 
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The major words symbolizing each of 24 topics have been listed below: 

TOPICS WORDS 

Topic 1 india, nagpur 

Topic 2 style, life 

Topic 3 hyderabad, india 

Topic 4 visakhapatnam, gurgaon 

Topic 5 world, cricket 

Topic 6 india, ghaziabad 

Topic 7 entertainment, movies 

Topic 8 meerut, bareilly 

Topic 9 crore, worth 

Topic 10 citizen, stories 

Topic 11 delhi, chennai 

Topic 12 sports, india 

Topic 13 business, india 

Topic 14 woman, dies 

Topic 15 news, tv 

Topic 16 punjab, haryana 

Topic 17 education, mumbai 

Topic 18 jaipur, lucknow 

Topic 19 bollywood, hindi 

Topic 20 rain, kerala 

Topic 21 patna, bihar 

Topic 22 kolkata, india 

Topic 23 ahmedabad, gujarat 

Topic 24 dehradun, uttarakhand 
Table 4.2 Topics with their corresponding words 

 

4.4 Examples of News headlines prediction 

1. The bomb on plane threat creates flutter at Bengaluru airport 

• Sentiment prediction: Negative 

• Topic prediction: Topic 10 

 

2. India to see major growth in manufacturing sector in the year 

• Sentiment prediction: Positive 

• Topic prediction: Topic 3 

 

3. ISROs SSLV missile launch failed 

• Sentiment prediction: Negative 

• Topic prediction: Topic 15 
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Chapter 5: CONCLUSION AND FUTURE WORK 

 

5.1 Conclusion 

 

The comparative analysis of supervised and unsupervised learnings was performed for text 

analysis. For supervised learning, sentiment analysis was performed on labeled data of news 

headlines and it was found that Bi-LSTM model outperformed the machine learning ensemble 

model with accuracy 84.92% against 81.67% accuracy of ensemble model. The reason for Bi-

LSTM model outperforming ensemble model is that the Bi-LSTM model takes the context of 

occurrence of words, both before and after words, into consideration. 

Similarly, for unsupervised learning, two algorithms were used for topic modeling i.e., LSA and 

LDA and it was found that LDA performed better and produced more homogeneous and 

balanced distribution of topics in comparison to LSA. The topics were more distinctly visible 

in case of LDA than LSA as seen through clustering graphs for both the algorithms for varying 

number of topics. Also, in case of LDA it was necessary to make a tradeoff between accuracy 

and number of topics for better topic classification and considering this, 24 topics with accuracy 

81.34% was found to be a better choice because twenty-four topics provided clear insight into 

the dataset and also each topic were distinctly visible. Though, twenty-four topics were found 

to be suitable for this dataset, it is not always true for other datasets. The number of topics to be 

selected depends upon the varying number of issues or subjects that have been discussed within 

that dataset. This research shows the way and method to decide upon number of topics for a 

particular dataset rather than performing hit and trial method. 

 

5.2 Future Work 

 

Though various efforts have been made to provide a comparative analysis of supervised and 

unsupervised learning for text analysis through this thesis work, there are still some areas where 

we can improve and work in future. We can work on multilingual dataset to analyze how the 

model accuracy changes. We can perform aspect-based sentiment analysis for better 

understanding of sentiments of text. Also, we can perform multi-class classification to get more 

minute analysis of sentiment analysis. 

We can study the clustering of LSA for varying size of datasets to see whether it performs better 

with small or large datasets. Also, the number of topics can be increased beyond forty to see the 

extent of mixing up of topics as the number of topics increases. Along with these, we can 

perform topic modeling on datasets of various news portals and compare their results to see 

whether the number of topics can be generalized for various news portals. 
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