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Abstract

In recent years, face recognition systems have achieved impressive performance and results

using variety of algorithms and methods but such methods often fail to recognize a face im-

age of low resolutiom. Face Recognition(FR) degrades when faces are of very low resolution

since many details about the difference between one person and another can only be captured

in images of sufficient resolution. In order to have better face recognition in low resolution

environment, our project uses a Convolutional Neural Network(CNN) model of a Residual

Network Architecture to reconstruct the low resolution image into a higher resolution image

and another CNN model to extract features from the newly reconstructed image to compare

and recognize the face using a classifier. In case of the project, the low resolution image is

taken of resolution 32X32 and the higher resolution image is of 128X128. The PSNR value

for the super resolution model is 29.3256 dB and SSIM value is 0.7686. The accuracy of the

Face Recognition model is 86.32% The performance of proposed method is evaluated on a

custom face dataset using confusion matrix and it shows a decent precision and recall values.

Keywords : Low Resolution(LR), High resolution(HR), Super Resolution, Convolutional

Neural Network
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Chapter 1

Introduction

1.1 Background

In many surveillance scenarios in real life, people may be far from the camera and their faces

may be small in the field of view resulting in low resolution images. Such low resolution

images can seriously degrade the performance of conventional face recognition systems which

have been mainly developed for recognizing high quality images in controlled conditions.The

project discusses a pipeline system of a deep learning super resolution model and a face

recognition model in order to address the problem of recognizing low resolution probe face

images when a gallery of high quality images is available. Traditionally, there are three

standard approaches to this problem: 1) down sampling the gallery images to the resolution

of the probe images and then performing the recognition, 2)obtain high resolution probe

images from low resolution images and perform recognition 3) simultaneously transfer both

LR probe image and HR gallery images into common space where corresponding LR image

and HR images are closest in distance. In this project, the second approach that employs a

SRResnet model[2] to reconstruct the low resolution image into a high resolution face image

has been used and then VGG16[4] model was used to extract features from the image.

Figure 1.1: Three General Approaches for Low Resolution Face Recognition
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1.2 Motivation

High Resolution images are not easily available in the real world as we tend to believe. Mostly

used survelliance cameras, CCtvs, spy cameras and so on has lower specifications and need

to work in wild environments resulting in low resolution images due to distance, lighting etc.

Present face recognition system mainly work as biometric and use high resolution images to

compare and recognize, so in order to have real world system that can actually take these

low resolution images as input for systems like face recognition and image classification, we

were motivated to develop the proposed system that can recognize a face when input is a

low resolution face image and a gallery of high resolution images is available.

1.3 Problem Statement

The present Face Recognition systems fails to recognize the face images of low resolution

which in the real-life are common occurrence in surveilllance, distant photography and so

on. Due to various circumstances, the use of high definition cameras may not be possible

or economical, so often cameras of very limited definitions are used, which produces low

quality images that are hard for Face Recognition by the traditional systems.The main aim

of the project is to develop a system that can recognize faces at low resolution when a gallery

of corresponding high resolution images are available using deep learning. There are many

researches and projects done in the field but the project aims to provide a web platform for

clients to upload a low resolution image and have it reconstructed to a higher resolution and

recognize it by comparing with dataset availabale.

1.4 Objectives

The objectives of this project are:

(a) To reconstuct a higer resolution image from a lower resolution image using CNN model.

(b) To use a face recognition model to classify the input face image.

(c) To validate the recognized faces.

5



Chapter 2

Literature Review

2.1 Related Works

Low Resolution Face Recognition is a challenging task due to the limited number of pixels

available for recognition. There have been many studies on the field of Low Resolution Face

Recognition(LRFR), that has experimented different methods from traditional algorithms

to state of art deep learning models. The history of low-resolution face recognition dates

back to the early 2000s with the development of algorithms and techniques for improving

the accuracy of recognition from low-resolution images.

One of the eraliest techniques for low-resolution face recognition was based on the prin-

ciple of subspace analysis, which involved modeling the image space as a low-dimensional

subsapce. Xiaoyang Tan and Bill Triggs[6], in their paper presents the same idea of model-

ing the image as low dimensional subspace and using principal component analysis(PCA) to

reduce the effects of noise and distortions. In the mid 2000s, a number of algorithms were

deveoped for face recognition using Gabor wavelets, which are spatial filters that can capture

texture and structue of an image. One of those researches was done by the same authors

who used subspace analysis. Xiaoyang Tan and Bill Triggs[5] has proposed another technique

for Low Resolution Face Recognition(LRFR), which invloves extracting the features of face

using Gabor wavelets and matching them with the databases. Similarly, around that same

time, Jianchao Yang et.al.[10] proposed a system for low resolution face recognition using

sparse representation. This paper presented a technique that involved representing the face

images as sparse linear combinations of basis images and using the sparse representation

to improve the accuracy of recognition. These techniques and algorithms had dominated

the scene of low resolution face recognition for many years. Researchers had even started

to combine two or more techniques in hope for better accuracy. S.S. Mahapatra et.al(2014)

suggested a hybrid approach for low resolution face recognition which combines the strengths

of subsapce analysis and Gabor wavelets.Many other techniques and algorithms like local
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binary patterns, dictionary learning, linear dicriminant analysis(LDA) for feature extraction

from low resolution image and classification algorithms like support vector machines(SVM).

With development in technology of super resolution algorithms, it became imperative to use

super resolution techniques and algortihms to increase the accuracy.

Super resolution involves upscaling the low-resolution image to a higher resolution image

by predicting missing high-frequency details using a high-resolution training set. Zhang et

al.[12] proposed a method for face recognition from low resolution images using super reso-

lution algorithm based on Markov random field. The proposed method involves using MRF

to model the relationship between high-resolution and low-resolution face images and then

using this model to reconstruct the high-resolution image from the low-resolution input.

The reconstructed high-resolution image is then used for recognition. Similarly, Hennings-

Yeomans et al.[1] had also proposed a method in which face features extracted for a face

recognition are included in super resolution method as prior information in order to provide

measure fit of super resolution result from both reconstruction and recognition perspectives.

In mid 2010s, the machine learning models then slowly deep learning models started to

dominate the field. Li et al.[3] proposed a low-resolution face recognition method based

on deep convolutional neural networks(CNNs) and super resolution. The method involved

training a CNN to predict the high resolution image from low resolution input and then us-

ing the predicted high resolution image for recognition. Zangeneh et al.[11] had researched

on possibility of using two branched CNN architecture where a model using SRCNN and

VGGnet was build to recognize the face in low resolution dataset. Along with CNNs, Gen-

erative Adversial Networks(GANs) were also popular for the task. Wang et al.[8] proposed

a GAN-based approach for low resolution face recognition that involves trainign a generator

network to produce high-resolution face images from low-resolution images and the ground

truth high-resolution images. The generated high resolution images are then used to train a

face recognition model.

7



Chapter 3

Methodology

3.1 System Block Diagram

Figure 3.1: System Block Diagram
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3.1.1 Data Collection

The images needed for the project were collected using webscraping tools to create a custom

celebrity face dataset. For this we simply Created a python script which downloaded the

images from google

To open google chrome from vs code, a selenium driver was used in the script. For web

scraping an image of particular person, a custom search query with the class name was used.

For example if an image of ’Aishwarya Rai’ was needed, then a query as link was mentined

to the google images. For each new class the query was simply replaced per their name. If

a ’Salman Khan’ image was to be collected, then aishwarya+rai was simply replaced with

salman+khan in the query. This takes us to the image section of google where each img tag

with same class name in html tag can be found. So, for data collection, all those images

with the img tags were downloaded in the same class. The collected images are then corped

out so that only faces are visible and focused.

3.1.2 Image Dataset

In this project, a custom face dataset, Set5 and SuperResDT dataset has been used. Super-

ResDT dataset has been used for training the super resolution model to reconstruct the low

resolution image into high resolution image. Set5 dataset has been used to validate the super

resolution model. The custom face dataset has been used for the face recognition purpose

with 5 different classes identifying five different people.

SuperResDT dataset is a freely available dataset that is a combination of DIV2K and

Flickr2K like famous image dataset with images of different resolutions like 32X32, 128X128,

512X512 etc. It can be easily found in kaggle under the name Single Image Super-Resolution

2022 dataset. It has around 17,455 images across various resolutions. The dataset includes a

variety of image types including natuarl scenes,objects and textures. This dataset was used

to train, test and validate the super resolution model.
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Figure 3.2: SuperResDT dataset for training Super Resolution Model

Set5 dataset is a popular benchmark dataset used for evaluating image super-resolution

algorithms. It was first introduced in the paper ”Image Super-Resolution Using Sparse

Representation and Local Similarity” by Yang and et al[9]. The Set5 dataset consists of five

low-resolution images and their corresponding high-resolution versions. The images in the

dataset are: a baby, a head, a woman, a bird and a butterfly. This dataset is used to validate

the SR model as it is a standard dataset.

Figure 3.3: Set5 dataset for evaluating Super Resolution Model

Custom Face Dataset is a custom dataset consisting around 100 classes each repre-

senting a celebrity with total of 10,000 unique images. The dataset was created using web

scrapping tools along with face detection and cropping methods. This dataset was used to

train and test the face recognition model. It was also used to train and test the SR model.

10



Figure 3.4: Custom face dataset for training Face Recognition Model

3.1.3 Image Resampling

The project uses images of resoultion 32X32 as low resolution images and images of resolution

128X128 as high resolution. The CNN model uses low resolution(LR) images as input, high

resolution(HR) images as target images during training and produce a reconstructed HR

image of input LR image. The same reconstructed image is then used as input for the

face recognition model. So, the images in dataset needs to be resampled into LR images

of 32X32 resolution and HR images of 128X128 resolution. For image resampling, bicubic

interpolation is used.

Bicubic interpolation is a very popular technique for resampling digital images that involves

using a mathematical function to estimate the pixel values of a higher-resolution image from

the pixel values of a lower-resolution image. It is performed by using a kernel interpolation

equation:

h(x) =


(a+ 2)|x|3 − (a+ 3)|x|2 + 1 0 ≤ |x| < 1

a|x|3 − 5a|x|2 + 8a|x| − 4a 1 ≤ |x| < 2

0 2 ≤ |x|

(3.1)

Here, the value of coefficient ’a’ determines the performance of the kernel and is taken

between -0.5 to -0.75.

3.1.4 Super Resolution by CNN

CNN have been used for many applications and super resolution is one of them. The CNN

achieves super resolution by trying to learn the inverse function of the downsampling filter

to restore the lost details of the HR images.Residual Network (ResNet) is a type of CNN
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architecture that has been successfully used for various computer vision tasks, including im-

age super resolution. In a ResNet model, residual connections are added between the layers,

allowing the network to learn residual mappings between the input and output images.The

residual connection allows the model to learn the difference between the low-resolution input

image and the high-resolution output image, which is the key to successful super resolution.

The residual connection also helps to mitigate the vanishing gradient problem, which is com-

mon in deep neural networks.

A ResNet-based super resolution model consists of an encoder network, a series of residual

blocks, and a decoder network. The encoder network takes the low-resolution input image

and generates a set of feature maps. These feature maps are then passed through a series

of residual blocks, each consisting of several convolutional layers with residual connections.

The decoder network then takes the output from the residual blocks and upscales the feature

maps to generate the high-resolution output image. The upscaling is typically performed

using transposed convolutional layers or some other form of interpolation.

In Single Image Super Resolution(SISR) like this model, the aim is to estimate a high-

resolution, super-resolved image ISR from a low-resolution input image ILR. The high resolu-

tion imagers are only available during training. The ILR are obtained from IHR using bicubic

interpolation with downsampling factor of r. The goal is to train a generating function G

that estimates for a given LR input image its corresponding HR counterpart. To achieve

this,we train the Residual network as feed-forward CNN Gθ parametrized by θG where θG

denotes the weights ad bises of L-layer deep network which is obtained by optimizing super-

resolution specific loss function lSR. For training images IHR
n with corresponding ILRn, we

solve:

θG = argminθG

1

N

∑
lSR(GθG(I

LR, n), I
HR, n) (3.2)

In this work, a content loss ISR has been used which denotes pixel wise MSE loss.

Content Loss

The super resolution residual network models use Mean Squared Error(MSE) loss as pri-

mary objective function to train the model. The MSE loss measures the average squared

difference between the predicted high-resolution image and the ground truth high-resolution

image. Durin training, the network learns to minimize the MSE loss by adjusting its weights

and biases to produce better high-resolution image predictions. The pixel wise MSE loss is

calculate as:

lSR =
1

r2WH

rW∑
x=1

rH∑
y=1

(IHR
x,y −Gθg(I

LR
x,y))

2 (3.3)
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Pixel Shuffle

Pixle shuffle layer is one of the most importnat layer in super-resolution process by CNN as it

alloows the network to upscale the low resolution image while preserving the high frequency

details in the image. Pixel shuffle transformantion re-organizaes the low-resolution image

channels to obtain a bigger image with few channels. Pixel shuffling involves rearranging

the elements of a feature map, so that groups of neighbouring pixels are stacked into new

feature maps with higher spatial resolution. This operation allows for the synthesis of a

higher-resolution image from a lower-resolution image, by using the information from the

low-resolution image to generate new high-resolution pixels. In SRResNet, pixel shuffling is

used in the last layer of the generator network to produce the final high-resolution output im-

age. Without pixel shuffling, the network would only be able to produce a blurred version of

the low-resolution input image. Thus, pixel shuffling is a critical component in the SRResNet

architecture, which enables it to achieve good performance in image super-resolution.

Figure 3.5: Pixel Shuffling for Super Resolution

On the left the input image with scale2 (= 9) channels. On the right the result of Pixel

Shuffle transformation.

Peak Signal to Noise Ratio(PSNR)

PSNR is a quantitative measure of the fidelity of an image, which compares the original

(ground truth) image to a processed image by measuring the average squared difference be-

tween the pixel values of the two images. The higher the PSNR value, the higher the fidelity

of the processed image to the original image.The PSNR value is expressed in decibels (dB)

and is defined as:

PSNR = 20 ∗ log10(MAXp)− 10 ∗ log10(MSE) (3.4)

13



Where, MAXp is the maximum possible pixle value and MSE is the average squared differ-

ence between the pixel values of the original and processed images.

Structural Similarity Index(SSIM)

Unlike PSNR, which only considers pixel-wise differences between images, SSIM takes into

account the structural information and perceptual features of images.SSIM ranges from -1

to 1, with 1 indicating perfect similarity and 0 indicating no similarity. Higher SSIM values

indicate higher similarity between the two images being compared. SSIM is defined as:

SSIM(x, y) =
(2 ∗ µx ∗ µy + c1)(2 ∗ σxy + c2)

(µ2
x + µ2

y + c1)(σ2
x + σ2

y + c2)
(3.5)

where x and y are the two images being compared, µx and µy are the mean values of x and

y, respectively, σx and σy are the standard deviations of x and y, respectively, σxy is the

covariance between x and y, and c1 and c2 are small constants added to prevent division by

zero.

3.1.5 Feature Extraction by CNN

CNNs are the feed forward neural networks made up of many hidden layers.The project

uses a Visual Geometry Group(VGG) CNN model called VGG16 to extract the features

from the images. CNNs consist of filters or kernels or neurons that have learnable weights or

parameters and biases. Each filter takes some inputs and does convolution. The components

of CNN consist of following layers:

� Convolution layer

� Rectified Linear Unit(ReLU) layer

� Pooling layer

� Adam Optimizer

� Fully Connected Layer

Convolutional Layer

This layer is the core building block of a convolutional network that performs most of the

computational heavy lifting. Its primary purpose is to extract features from the input data

which is an image. Convolution preserves the spatial relationship between pixels by learning

features using small squares of input image. This produces a feature map or activation map in

the output image and after then feature maps are fed as input data to the next convolutional

layer. A convolution is done by multiplying a pixel’s and its neighboring pixels color value

by a matrix (kernel). The convolution formula is defined as below:

y[m,n] = x[m,n] ∗ h[m,n] =
∑
j

∑
i

x[i, j]h[m− i, n− j] (3.6)

14



where, y is the convolved featuremap,x is the input image and h is a kernel.

Figure 3.6: Illustration of Convolution operation in image processing

ReLU Layer

It is a non-linear operation similar to the rectification. It is an element wise operation that

reconstitutes all negative values in the feature map by zero. The equation of ReLU operation

is defined below:

f(x) = max(0, x) (3.7)

where, x is the value in feature map

Figure 3.7: Graphical representation of the ReLu function

Pooling Layer

This layer reduces the dimensionality of each activation map and continues to have the

most important information. The input images are divided into a set of non-overlapping

rectangles. Each region is down-sampled by a non-linear operation like average or maxima.

This layer gains better generalization, faster convergence, robust to translation and distortion

and usually placed between convolutional layers.

Figure 3.8: Illustration of Max Pooling in Image Processing
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Fully Connected Layer

This indicates that every filter in the previous layer is connected to every filter in the next

layer. The output from the convolutional, pooling and ReLU layers are embodiments of

high-level features of the input image. Using fully connected layer employs these features

for classifying the input image into various classes based on training set. Fully connected

layer is the final pooling layer feeding the features to a classifier that uses Softmax activation

function. For the purpose of features extraction from the input images, a variant of Convo-

lutional Neural Network called VGG16 architecture has been used. VGG16 usually refers to

a convolutional network for object recognition developed and trained by Oxford’s renowned

Visual Geometry Group (VGG), which achieved very good performance on the ImageNet

dataset.

For extracting features, the last fully connected layers have been excluded. In VGG16 archi-

tecture, there are 13 convolutional layers with ReLU activation function with stride of 1 and

5 MaxPooling layers with stride of 2. All the Conv layers have one padding and MaxPooling

layers have zero padding. The feature map of last Convolutional Layer with feature map 512

is taken and fed to region proposal network. As the SoftMax output of head network is not

taken it is not necessary to convert the images to size of 224x224.

Adam Optimizer

Adam (Adaptive Moment Estimation) is a popular optimization algorithm used in deep

learning for minimizing the loss function during training. Adam is an extension of stochastic

gradient descent (SGD) that uses a combination of adaptive learning rates and momentum

updates to improve the efficiency and effectiveness of the optimization process. Adam main-

tains an exponentially decaying average of the past gradients and their squares, which are

used to adaptively adjust the learning rates for each parameter in the model. The update

rule for each parameter at time step t is given by:

vt = β1 ∗ vt−1 + (1 + β1) ∗ gt
st = β2 ∗ st−1 + (1 + β2) ∗ g2t
vthat = vt/(1− β1t)

sthat = st/(1− β2t)

θt = θt−1 − α ∗ vthat/(sqrt(sthat) + ϵ)

(3.8)

where gt is the gradient of the loss function with respect to the parameters at time step

t, α is the learning rate, β1 and β2 are exponential decay rates for the first and second

moments of the gradients, and ϵ is a small constant added to prevent division by zero. The
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first moment estimate vt is an exponentially weighted average of the past gradients, and

the second moment estimate st is an exponentially weighted average of the past squared

gradients. These estimates are used to update the parameters theta, where the learning rate

is adaptively scaled by the ratio of the root mean squared estimate of the second moment

to the first moment estimate.

3.1.6 Softmax Classification

The Softmax function gives the outputs of each unit to be between 0 and 1. It also divides

each output such that the total sum of the outputs is equal to 1. Mathematically, the Softmax

function is shown below, where z is a vector of the inputs to the output layer (having 10

output units, then there are 10 elements in z). And again, j indexes the output units, so j

= 1, 2, ..., K.

σ(z)j =
ezj∑N
k=1 e

zk
(3.9)

Similarly, for the classification process the classification loss is the cross-entropy loss which

is calculated as:

−
M∑
c=1

yo,clog(po,c) (3.10)

where, M is the number of classes, y is a binary indicator(0 or 1) if class label c is the

correct classification for observation o and p is the predicted probability observation o is

of class c. The method takes in feature maps extracted by the CNN model and uses

three fully connected layers of size 4096 neurons and ReLU activation with final layer of

N + 1 unit where N is the total number of classes that extra one for background class.

3.1.7 Face Detection by Haar Cascade

Haar Cascade is a machine learning object detection algorithm used to identify objects or

features in an image or video. It was developed by Viola and Jones in 2001 and is based on

the concept of Haar-like features. These features are rectangular boxes with different values

in each region of the box, which are used to identify the object of interest. The project

uses Haar Cascade to detect face in the images which then can be recognized using the face

recognition model.The Haar Cascade algorithm works by training a classifier using positive

and negative images. The positive images contain the object of interest, while the negative

images do not. The algorithm then searches for the object of interest in new images by

sliding a window over the image and evaluating the Haar-like features at each position. The

algorithm uses edge or line detection features proposed by Viola and Jones in their research

paper “Rapid Object Detection using a Boosted Cascade of Simple Features”[7] published

in 2001.
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Figure 3.9: Working of Haar Cascade

The rectangle on the left is a sample representation of an image with pixel values 0.0 to

1.0. The rectangle at the center is a haar kernel which has all the light pixels on the left and

all the dark pixels on the right. The haar calculation is done by finding out the difference

of the average of the pixel values at the darker region and the average of the pixel values at

the lighter region. If the difference is close to 1, then there is an edge detected by the haar

feature.

3.1.8 Validation by Confusion Matrix

For the validation and performance evaluation of the model, Confusion Matrix is used. From

the confusion matrix accuracy, precision and recall are calculated. Confusion Matrix gives a

matrix as output and describes the complete performance of the model.

True diagnosis

Positive Negative Total

Positive TP FN TP + FN

Negative FP TN FP + TN

Total TP + FP FN + TN

Table 3.1: Table showing the confusion matrix

� True Positives(TP): The cases in which predicted value is True and the actual output

is also True.

� True Negatives(TN): The case in which predicted value is True and the actual output

is False.
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� False Positives(FP): The cases in which predicted value is True and the actual output

is False.

� False Negatives(FN): The cases in whihc predicted value is False and the actual output

is True.

The Confusion Matrix Parameters for model evaluation are as fllows:

Accuracy =
TP + TN

TP + TN + FP + FN
(3.11)

Precision(Exactness) =
TP

TP + FP
(3.12)

Recall(Completeness) =
TP

TP + FN
(3.13)

TruePositiveRate(TPR) = Sensitivity =
TP

TP + FN
(3.14)

FalsePositiveRate(FPR) = 1− Specificity =
FN

TN + FN
(3.15)
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Chapter 4

Result and Discussion

In this section, we discuss the result of training and testing of the models on the datsets

mentioned before. SuperResDT dataset with 17,400 images, a custom celeb face dataset of

around 13,000 images, set5 dataset to evaluate the standard of super resolution model and

a dataset of reconstructed images by SR model for custom celeb face dataset were used to

draw various results.

4.1 Super Resolution

Super resolution is a major part of the project. The super resolution is responsible for

upscaling the low resolution images into high resolution reconstructed image using which

features for the recognition face are extracted. Two metrics PSNR and SSIM were used to

evaluate the SR model. The PSNR value for the reconstructed image was found to be 28.0231

dB and SSIM was 0.6678 for 200 epochs of training of model on SuperResDT dataset.

From the table 5.1, we can clearly see that it has highest PSNR value when custom face

datset of around 13,000 images is used with the SSIM value 0.7686. Similarly, when used

to evaluate the set5 validation dataset it resulted in 28.9310 dB average PSNR and 0.7256

average SSIM.

Dataset No. of Images PSNR Value SSIM Value

SuperResDT 17,400 28.0231 0.6678

Custom Face Dataset 13,000 29.3256 0.7686

Table 4.1: Table showing the PSNR and SSIM value for different dataset
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The following shows the result of images in set5 dataset.

Figure 4.1: SR result for set5 dataset

For the five images, the model had average PSNR of 28.9310 dB and SSIM of 0.72. The

butterfly iamge and the woman image had the least PSNR as they had more details which

the model could not retrieve due to being low resolution.

Similarly, the face images from the custom face dataset had also been tested. The images

had the highest PSNR value of 29.3256 with SSIM value of 0.7686. Some of the results are

shown below:
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Figure 4.2: SR result for custom face dataset

The figure 4.2 shows some result of SR model on faces. The above figure shows a group

of three images together: the left most being the low-resolution image of 32X32, the center

one being the reconstructed image by the SR model and the right most being the original

HR image of size 128X128.
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Figure 4.3: Training and Validation loss for SR model

The figure 4.3 show the loss and validation loss of the model. In the model, Mean Squared

Error(MSE) is used as loss function. The loss graph was seen generally declining across 100

epochs as it should. The validation loss unlike trianing loss has some fluctuations.

Figure 4.4: (a) Training and Validation accuracy for SR model
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The figure 4.4 shows the training accuracy and validation accuracy of the SR model. The

accuracy of the model is The accuracy of the model is measured using the metric of Peak

Signal-to-Noise Ratio(PSNR) and Structural Similarity Index(SSIM). The model creates a

super resolved image from a low resolution image with accuracy of 95.0%.

For the validation of the data, a different standard dataset called set5 is used. with set5

dataset a PSNR of 28.9310 dB and SSIM of 0.72

4.2 Face Recognition

The face recognition is the next part of the project. Once the image is super resolved using SR

model, the reconstructed image is used as input for the feature extraction by another CNN

model of VGG architecture called VGG16. For face recognition purposes 10 classes were

used, ”aishwarya rai”,”alia bhatt”, ”aamir khan”, ”anuska sharma”, ”bishwash”, ”hrithik

roshan”, ”priyanka chopra”, ”ranbir kapoor”, ”salman khan” and ”shahruk khan” i.e. faces

of these people were used in the model thus model can recognize their faces. Any face outside

these classes would be termed as ’Cannot Recognize’.

Figure 4.5: Images showing the Face Recognition model recognizing the faces

The figure 4.5 shows the sinlge image face recognition. As the faces were recognized by

the model, it shows up their name.
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Figure 4.6: Images showing the Face Recognition model being unable to recognize the face

The figure 4.6 shows face images being not recognized. Softmax classification is based on

probability distribution, so a threshold is set and any image that model finds has accuracy

below threshold will not be recognized.

Figure 4.7: Image showing multiple face detection and recognition

The above figure 4.7, shows the situation when an image with multiple faces is used in

the application. The application will first use Haar Cascade model to detect multiple faces

in th eimage then application will corp them out super resolve them and recognize them

using Face Recognition model.
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Figure 4.8: Graph showing loss and validation loss value of the FR model

Figure 4.8 shows the classification loss in training and validation process while training

the model. The model uses categorical crossentropy loss, which measures the difference be-

tween the predicted probability distribution and the actual probability distribution of the

target classes.

Figure 4.9: Graph showing accuracy and validation accuracy value of the FR model

Figure 4.9 shows the accuracy metric for the FR model.The accuracy of model is 86.32%
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Precision, recall and F1 score for the evaluation of the model were used. The values for

each class can be seen in following table 4.2. Precision value shows the exactness of classifier

and recall value shows the completness of classifier. In table 4.2, we can see that ’salman

khan’ has the highest precision and ’aamir khan’ has the least amount of precision. Similarly,

’bishwash’ has the highest recall and ’aishwarya rai’ and ’salman khan’ has the lowest recall.

class Label Precision Recall F1 Score

0 aishwarya rai 0.920 0.622 0.742

1 alia bhatt 0.776 0.900 0.833

2 aamir khan 0.720 0.831 0.771

3 anushka sharma 0.792 0.934 0.857

4 bishwash 0.909 0.938 0.923

5 hrithik roshan 0.774 0.857 0.814

6 priyanka chopra 0.875 0.656 0.750

7 ranbir kapoor 0.794 0.909 0.847

8 salman khan 0.933 0.622 0.747

9 shahruk khan 0.840 0.712 0.771

Table 4.2: Precision, Recall and F1 Score for classes used in FR Model

Figure 4.10: Confusion Matrix of the classes
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4.3 Systems Accuracy

For checking the efficiency of pipeline system, the models were trained with different available

dataset and their corresponding accuracy were observed. A set of 100 low resolution images

was used as input for the given combinations.

The SR model was once trained with SuperResDT dataset and FR model with custom face

dataset which was only accurate for around 72 images out of 100. Similarly, the SR model

was trained with Custom Face Dataset and FR model with it too which did increase the

accuracy to around 75%.Finally, a combination of face dataset for SR model and a dataset

of the face dataset but with output from the SR model. This combination turned out to be

the most succesful of all with 82.43

Super Resolution Model Face Recognition Model Accuracy(%)

SuperResDT Dataset Custom Face Dataset 72.63

Custom Face Dataset Custom Face Dataset 75.36

Custom Face Dataset SR Output Dataset 82.43

Table 4.3: Table showing accuracy of system with different combination of dataset

The pipeline system had the most accuracy when the face recognition model had been

trained on the dataset created using outputs from Super Resolution model.

4.4 Discussion

The accuracy of the system as whole to recognize a low resolution image is quite decent.

The PSNR and SSIM value for the Super resolution model is also good enough to create

face image with features enough to recognize the face. The accuracy of the method can be

further increased when the greater number of training images in different lighting conditions

and physical appearances can be used. The PSNR value for custom face dataset was 29%

and the face recognition model had accuary of 86.32%. The web application asks the user

for a input of low resolution image which at first is reconstructed into a higher resolution

image and then is recognized using the face recognition model. The web application can also

detect multiple faces in a single image using Haar Cascade. The face detected then can be

recognized using the face recognition model.
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Chapter 5

Conclusion and Recommendation

5.1 Conclusion

This work aims to improve the face recognition of low resolution images by using a pipeline

model of first upsmapling the low resolution image to high resolution image and then using

the newly reconstructed high resolution image as input for feature extraction model and

classify it. The residual network CNN model takes 32X32 image as an input and produces

a 128X128 HR image as output which is fed to face recognition model. The model extracts

the features, pools them and finallyuse softmax classification to classify the image.

In this work, the performance of the Super resolution model is evaluated using set5 standard

dataset while the face recognition dataset is evaluated using custom face dataset. Metrics like

PSNR and SSIM are used for evalutating the super rsolution model’s performance. Further-

more,the obtained results from the face recognition modelare validated from the evaluation

metrics of confusion matrix. The accuracy of face recognition for classifying the face images

is 86.32% for the custom face dataset.

5.2 Limitations

The project only take fixed size of images as low resolution image and high resolution image.

The images used are only cropped out face images, and in case of presence of noise and

other artifacts in the image the classifier may not be able to predict the image or may not

be able to recognize it. The SR model used is only good for moderate upscaling(2x,4x),

for extreme upscaling like 8x and 16x the model may not be applicable. The quality of the

super-resolved image could significantly affect the face recognition accuracy. If the super-

resolved image is not of good quality, the recognition system may fail to recognize the face

accurately. The SRResNet works only on spatial resolution so the image still may have lesser

spectral resolution.
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5.3 Recommendation

The accuracy and recognition rate can be increased by making some improvements.Some of

the classification errors are due to error in dataset. This project can be extended to recognize

images of other resolution too and can also be mended in such a way that it can detect faces

in real time and crop them out by itself.
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Appendix

Figure 5.1: Homepage of our web application

Figure 5.2: webpage of the web application
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Figure 5.3: Architecture of SRResNet

Figure 5.4: Architecture of VGG16
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