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Abstract

Most of the information we perceive is through our vision. Visual impairment can hamper

day to day task performing capability of an individual and among one of such crucial task is

learning. On this note, to provide an aid in independent learning for visually impaired per-

son, the system has been developed. The system captures image of textual documents using

a mobile application. As the image is captured by people who are visually challenged, the

image is likely to have distortions such as shadows and uneven illuminations. The captured

image is sent to a remote server for pre-processing, involving binarization, noise reduction,

and layout analysis to make it suitable for OCR processing.The pre-processed image is fed

to an OCR engine to obtain textual format. The extracted text is then used to generate

speech as final output, enabling people to hear the text in the captured image.

Keywords: Visually impaired, Learning aid, OCR, Binarization, Noise removal, Layout

Analysis
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1. Introduction

1.1 Background

Visual impairment is a broad term describing a wide range of conditions involving loss

of visual functions such as visual acuity, accommodation, field of vision, color vision and

adaptability to light. It can be caused due to various reasons such as hereditary, congenital,

adventitious or disease related (2). People belonging to all age groups can suffer from visual

impairment. Visually impaired children often face difficulties in learning which hampers their

mental development. According to the WHO, there are about 2.3 billion people have some

form of visual impairment worldwide, which represents one-third of the world population.

Humans are fairly adapted to perceiving their environment by eye as it is reflected by the

complexity of our vision compared to many other animals. Thus, information available in

today’s society is mostly centered around having a proper functioning vision and we have

evolved to get and provide information opted for our eye. People, who are deprived of the

visual cues that normal person uses for completing their day to day task, find it difficult

to perform even seemingly easy tasks. Among those are gaining information from books,

newspaper or in general any textual content. The advancements in modern technology

have produced some products targeted to help visually impaired people but they remain

inaccessible by everyone. So, we have proposed a system to aid in this process for the

visually impaired people.

Visually impaired people can be allowed to perform tasks normally by providing them the

information about things around them in verbal form. The proposed system will partially

solve this problem by allowing visually impaired people to “read” things around them. The

system will be able to identify textual content in the user’s field of vision and then convert

it into speech. The conversion of text from pictorial form to speech is a complex task. In

the proposed system, we have divided this task into smaller components comprising of text

extraction from captured image using various OCR methods and then subsequent conversion

of the text into speech using TTS component. The OCR component performs binarization

after some-level of preprocessing of the still frames obtained from camera feed and then

extracts characters and words by using segmentation techniques. The segmented words
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are then identified as proper text by the OCR component. TTS is responsible for speech

synthesis.

Some of the earliest known use of optical recognition technologies were for telegraphy and

making reading devices for the blind. In 1914 Emanuel Goldberg developed a device that

read characters and converted them into telegraph code (3). Around the same time, Edmund

Fournier d’Albe designed an analog instrument labelled as optophone that allowed sightless

person to “identify” some letters on a printed paper by changing the tone of a siren in

response to the interruption of rows of light by the characters (4). In the 1970s, Ray Kruzweil

created a reading machine for blind using his omni-font reader, text-to-speech synthesizer

and flatbed CCD scanner (3). However, these devices were limited in their application as

they required specific configurations for the device itself.

1.2 Problem statements

Along with difficulties in performing several day-to-day tasks, learning abilities of visually

impaired people are greatly hampered and they are compelled to lean on others for their

support. Visually impaired people especially blind people require specially tailored methods

for instance, books containing Braille characters for reading. Braille textbooks are heavy

and not easily available. Also, the solutions geared to help visually impaired people are not

very affordable and widespread. Through this project we aim to enable visually impaired

people to learn independently on their own.

1.3 Objective

To enable visually impaired people to learn from textbooks or any other textual source of

information by developing an easy to use and economical system.

1.4 Scope

Though the proposed system is mainly intended for providing an assistance for learning to

visually impaired people, similar or slightly modified systems can be developed in the long

run, such as currency denomination identifier, real-time language translation.

1.5 Application

• Economical learning aid for visually impaired people

• Promoting independence for the visually impaired
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2. Literature Review

Wide varieties of techniques have been implemented for extracting texts from image doc-

uments under OCR technologies. These methods vary on their intended use conditions,

performance and so on. The process followed by most OCR technologies can be broadly

divided into three steps: pre-processing, segmentation and classification/identification. Pre-

processing can have great influence in final OCR result (1). It usually involves several

methods and finally produces a binarized output of the input, less informative image having

minimal non-textual noises.

2.1 Binarization

A image is represented as a matrix of pixels; each pixel being represented as three distinct

values for red, green and blue (commonly referred to as RGB)vcomponents constituting the

color of the pixel. However, for just distinguishing the texts from an image not all of these

information is necessary. For reference, a gray-scale image consisting of only one-third of

information (having same values for all red, blue and green components) can provide same

amount of information as the original image for purpose of text extraction. Thus is why

most of OCR techniques start with a gray-scale image as an input implicitly. In fact, we can

push this a little further in that all we need for purpose of generating text from an image

is that texts and background be clearly separated as distinct values. That is, if the image

contains just two color values; possibly black and white then we will have same amount of

information as a full colored RGB image or its grayscale variant as far as extraction of text

from the image is concerned as shown in figure 2.1. This process of obtaining two value

representation for the image is called binarization.

(a) A RGB image (b) Grayscale image (c) Binary image

Figure 2.1: Information present for extracting text is equal in all cases

Source: LRDE Dataset

3



(a) A sample image (b) Global Thresholding (c) Local Thresholding

Figure 2.2: Binarization using difeerent thresholding techniques

Broadly speaking, binarization encompasses process that transform data features of any

entity into vectors of binary numbers usually to make classifier algorithms more efficient. The

binary numbers are usually represented as 0 and 1. For image processing, in particular for

OCR, it refers to conversion of grayscale (or colored) text containing image into equivalent

sized image with two possible values for each of the pixels; 0 if the pixel is likely to be

background and 1 if the pixel is likely to represent text component. This is performed in

many instances by technique known as thresholding which is simply the process of comparing

the image pixel intensity with a threshold value that is likely to separate background and

textual pixels. The thresholding scheme may be based on many approaches (5); a broad

view is whether a single threshold value is used for comparisons with all pixels also refered

to as global thresholding or separate thresholds for each pixel/region; also refered to as local

thresholding. Usually local thresholding fares much better compared to global thresholding

as it tends to take into account local effects such as spot illuminations as shown by images

2.2. However local threshoding is also slow compared to global threshold as it has to ideally

calculate seperate threshold values for each pixel of the image and the time taken increases

with increasing image size compared to almost constant for global threshold techniques.

2.1.1 Otsu’s Thresholding

Otsu’s thresholding (6) is a global thresholding method based on analysis of histogram of

the pixel levels of the image. The histogram is simply the number of pixels corresponding to

the pixel levels. For example, a histogram with 50 for pixel level of 129 indicates that there

4



are 50 pixels in image having gray-scale value of 129. The objective of this method is to

separate the pixel levels histogram into two distinct classes corresponding to the foreground

and background sets. These classes are separated about a pixel level (i.e. the threshold)

such that the classes are maximally separated based on average between-class variance. The

between class variance is conjectured to be a measure for “goodness” of thresholding. To

select the optimal threshold level every pixel is first set to be the threshold separating the

class and then the threshold that gives highest inter-class variance is taken as the optimal

threshold. The maximally separating pixel value is the global threshold that is used to

compare each pixel for binarization. The interclass variance is given by the equation

σ2
B = ω0(µ0 − µT )

2 + ω1(µ1 − µT )
2

= ω0ω1(µ1 − µ0)
2

(2.1)

w0 is the proportion or probability of the first class and w1 is the proportion or probability

of second class and is given as

ω0 =
k∑

i=0

pi = ω(k) (2.2)

ω1 =
L∑

i=k+1

pi = 1− ω(k) (2.3)

Here pi is the probability of occurrence of ith level and ni is the number of pixels at level i

pi = ni/N, pi >= 0,
L∑
i=0

= 1 (2.4)

µT is the mean level of the entire image, µ0 is the mean level of first class and µ1 is the mean

level of the second class

µ0 =
k∑

i=0

ipi/ω0 = µ(k)ω(k) (2.5)

µ1 =
k∑

i=k+1

ipi/ω1 =
µ(T )− µ(k)

1− ω(k)
(2.6)

µT =
L∑
i=0

ipi (2.7)

The optimal threshold T is given as:

σ2
B(T ) = max1≤k<Lσ

2
B(k) (2.8)
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Otsu thresholding however being a global thresholding technique is not adaptive to changes

in images conditions and perform poorly in irregular shadow or illumination conditions.

In fact fig 2.2b is generated using Otsu’s thresholding whereas fig 2.2c is generated using

Sauvola’s thresholding which is a local thresholding technique.

2.1.2 Sauvola’s thresholding

A simple local thresholding method was proposed by Niblack (7). Niblack’s algorithm calcu-

lates the threshold ‘T’ for each pixel using the mean ‘m’ and variance ‘s’ over a rectangular

window centered around it as

T = m+ ks (2.9)

The value of k is usually negative and depend on the type of documents or external conditions

effecting the image. The effect of a negative value for the parameter ’k’ is such that the

threshold value is a value that is more towards the intensity or pixel value of character value

i.e. pixel value of black or zero. A more refined approach proposed by Sauvola (8) is to

modify the above thresholding value as

T = m ∗ (1 + k ∗ (s/R− 1)) (2.10)

Here, ’R’ is the dynamic range of standard deviation usually taken to be 128 and the value

of k usually taken in range 0.34 to 0.5 (1).

Thus Sauvola’s approach requires two parameters ‘k’ and ‘w’ (the window size) which both

seems to have considerable effect upon the final binarized output (9). In addition, the param-

eters may depend on the image conditions. Too small window size means that the window

might contain mostly of the textual pixels leading to large texts being littered with holes

as the algorithm expects window to have minimum contrast in window i.e. some contrast

between foreground and background. Too large a window then the window might include

objects of different nature leading to irrelevant statistics and thus poor binarization. Lower

the value of ‘k’ more easily is the low contrast text regions identified, however unnecessary

connections might be made between characters making identification difficult afterwards.

Sauvola’s method is very sensitive to ‘k’ and ‘w’ and can perform better if tuned. An adap-

tive approach might be more suitable such as that proposed by Lazzara (9) where multiple

window of different scales are used to take into account variations in text sizes across the

image. For a document having somewhat uniform size of characters, the window size, if en-

compasses enough characters, can be set to a fixed value. The value of parameter ’k’ however

seems to depend largely on image conditions and a fixed value for entire document might not

be appropriate for some particular image conditions. So, a more appropriate method would

be to be able to replace it with some measure that takes into consideration local features

6



affecting the parameter.

We propose a novel approach for predicting the value of ’k’ based on some properties of the

image.

2.2 Integral Image

The summed-area table introduced by Crow(10), and later modified as integral image is a

matrix in which each element is the sum of all the all the elements above and to the left of

it inclusive of itself. Such a data structure is used to quickly calculate the sum of values in a

rectangular subset of a grid. The values of the integral image are calculated in a single pass

over the image starting from the top left corner. The value in the integral image for position

(x,y) is calculated as shown below: ∑
x′<=x
y′<=y

i(x′, y′) = I(x, y) (2.11)

The summed-area table can be computed efficiently in a single pass over the image, as the

value in the summed-area table at (x, y) as:

I(x, y) = i(x, y) + I(x, y − 1) + I(x− 1, y)− I(x− 1, y − 1) (2.12)

In order to calculate the sum of values in a rectangular grid in the original image, only

four array references and simple addition/subtraction operations are required regardless of

the array size. For a rectangular grid ABCD having the diagonal points at A(x0,y0) and

D(x1,y1), the sum of all values of points in the grid is calculated from the integral image as:∑
x0<x<=x1
y0<y<=y1

i(x, y) = I(D) + I(A)− I(B)− I(C) (2.13)

The integral image is widely used in the Viola- Jones Object Detection Framework for

calculating summation values needed for Haar-like Features as these features are rectangular.

The use of integral image technique in this step greatly contributes to the overall performance

of the Viola-Jones algorithm. Similar approach can be taken for calculating variance and

standard deviation of any window size. For this we would require a sum of squared pixel

values in addition to the basic summed image.

2.3 Segmentation

Image segmentation is the process of dividing an image into multiple segments or regions,

each of which corresponds to a distinct object or part of the image. Some of these regions
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maybe be background or border, some maybe an image within the original image. Since

image segmentation is concerned with extracting specific components only, it is performed

on a binaried image in order to reduce computation. There are a number of processes

to perform image segmentation which work based on a variety of image features such as

projection profiles, connected pixel sets, etc. In a textual image, the segmentation process

can be done to extract individual paragraphs, lines, words or each individual character. By

segmenting an image into smaller, well-defined regions, we can more accurately recognize

and interpret the text within each segment. Also, analysis of features of the segmented

components can be done to identify usefulness of the component.

2.3.1 Connected Component Analysis

Connected Component Analysis is a segmentation approach which identifies and labels con-

nected regions within an image. For textual image segmentation, a connected component is

a set of black pixels having at least one black pixel in it’s neighbourhood. We can either

consider the 4-neighbourhood or the 8-neighbourhood for determining each pixel’s connec-

tivity.

(a) 8-Pixel Connectivity (b) 4-Pixel Connectivity

Figure 2.3: Pixel connectivity

Various approaches based on connected component analysis have been proposed for image

segmentation. As explained by Bouman (11), connected component analysis can be done on

a binary image by separating each connected component by passing through the image start-

ing from a seed point and following link between previously numbered components to form

a connected set. This is known as region growing. In this technique the term “connected”

can be defined as required and usually it is in accordance with either 4-point neighborhood

system or 8-point neighborhood system. The connected sets are then numbered to extract

8



the connected components. The output of connected components analysis might contain

many small disjointed regions. In order to improve the accuracy of segmentation, nearby

regions can be merged into a single region. This is done by merging regions having region

distance less than a certain threshold. The region distance function is calculated based on

difference between different region features such as color, texture and shape of regions. This

merging is done recursively by computing features of merged regions. This approach pro-

duces segmented regions with considerable accuracy.

In a segmentation approach presented by Ohlsson (12), the image is pre-processed to re-

move any skew using Hough Line Transform followed by Affine Transformation and also the

contours of blobs are extracted by using Canny Edge Detection. The preprocessed binary

image is used to extract the contour of blobs by applying a contour following algorithm as

proposed by Satoski (13). The contour of all the blobs are determined by this algorithm and

then Bounding Rectangle Algorithm is used to bound each contour into the smallest possible

rectangles. The bounding rectangle algorithm used by Ohlsson is OpenCV’s bounding rect-

angle which returns a rectangle for the input point set. The contour following algorithm as

mentioned above does not distinguish between text and non-text and thus, bounding boxes

for all blobs are obtained at this point. The rectangles which are extremely large or small

are considered insignificant. The position of the remaining rectangles are stored and used

for further steps as segment positions.

(a) Input Image (b) Segmented Image

Figure 2.4: Image segmentation by Connected Component Analysis

2.4 Noise Reduction

Binarized image can still contain noise after thresholding as some can exceed threshold and

consequently be considered as textual component. For binarized text images, the noise is

often present in form of salt and pepper noise, which is due to uneven shadows present in

the original image before binarization, and marginal noise, which is due to the separation

of text document and background in the original image. Salt and pepper noise is mostly

seen scattered as patches in the binarized image. However, these components are usually

small compared to the characters and thus can be removed by peeling off layers from bound-

aries and then growing back the boundary which is referred in image processing as erosion

(shrinking) and dilation (growing) respectively (14).
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(a) Salt and Pepper Noise (b) Marginal Noise

Figure 2.5: Noise in text images

2.4.1 Morphological Operations

An approach to noise removal by using mathemaical morphological operations is suggested

by Jamil (15). Jamil’s method suggests using a number of these morphological operations

in a sequential combination to reduce noise in binarized images. Opening operation involves

erosion followed by dilation while closing involves dilation follwed by erosion. An operation

to set a pixel as 0 or 1 based on the values of majority of pixels in it’s neighbourhood is

known as majority. A number of combination of these operations were tested to observe the

effect on noise in binarized images. This noise removal method however is not suitable for

cases where the character size is not large in which case the initial erosion will remove too

much information of the character contours and similarly subsequent dilation method will

add too much pixel making it even worse. This property of dilation method however can be

taken to advantage to allow for word level segmentation. By taking appropriate window size

for the dilation operation we can cause nearby characters of the same words which are nearer

than the characters of different words to clump together and then finally apply connected

component analysis to obtain the bounds for each word. This spatial information can be

later used to group the textual contents into words, lines, paragraphs and sections so as to

obtain more contextual information which can be used for varied types of contents like that

in newspapers and magazines.

2.4.2 Border Noise Removal

The binarized image may contain both textual and non-textual noise. Textual noises include

undesired or cropped off text from neighboring pages of book. Similarly, non-textual noises

include those from photos, background surfaces. These are commonly called border noise.
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An approach for removing these border noises is proposed by Bukhari (16). Their method

first uses a Gaussian filter to obtain a smoothed or blurred image from the black/white

image. Then text lines are detected using some form of ridge detection algorithm. A ridge is

considered to be likely a textual noise if it is “very” much near (they used a value of 25 pixels)

to the left or right border of image and its length is smaller than 1/5th of the document

width. After filtering these small noise ridges starting and ending points of remaining ridges

can be determined which respectively give right and left border of the required text region.

The starting and ending point may be approximated based on random sample consensus

method as remaining ridges can also contain outlier noise. The topmost and bottom-most

ridges define the next two page boundaries.

2.5 Page Dewarping

Images captured from pages of books or files are rarely completely flat. They are likely to be

curved due to the large number of pages stitched together. Such curvature distorts the text

characters and thus makes it difficult for the OCR engine to correctly recognize individual

characters. If such wrapped images were to be made flat by applying a dewarping algorithm,

the accuracy of the character recognition can be improved to a great extent. There are several

approaches to page dewarping. A commonly used approach is to gather horizontal lines of

text in the warped image and then obtain a warp or coordinate transform to make those

lines parallel and horizontal. The horizontal cross-section of the page surface is modelled as

a cubic spline whose endpoints are fixed at zero. The obtained texts are then assembled into

spans, each span is assigned a number of keypoints. Then the points are projected onto a

flat surface after pca analysis with rough initial estimates of required parameters. Through

a series of iterations, the parameters are modified so as to improve the reporjection error

and when the error is very low ( zero). The final parameters are then used to transform the

entire image and a flat image is produced as a result.
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3. Methodology

The components developed and steps undertaken under this project is explained below.

3.1 System Block Diagram

The overall layout of the system is shown in the figure 3.1. The system is constructed as

a client server application which allowed for maximum flexibility in choice of platforms and

framework for creating the system. Also massive inter-networking in today’s world and the

view of increase in IoT devices and applications further strengthened the reason to choose

client-server architecture.

Figure 3.1: System Block diagram

3.1.1 User connection

The user is a visually impaired person possibly with loss of vision. They connect to a

main processing server through a custom built application for the purpose. The application

12



enforces easy interface to the user with visual limitations. The application allows the user to

capture an image containing a document. The document is then sent as HTTP request to

the server application waiting for response in base64 encoded format widely used across the

internet. The application will then block for its request to be fulfilled or until its timeout

expires. After receiving the reply from the server containing the URL to the fetch its audio

from, the application fetches the audio to the local machine and is subsequently played to

the user.

3.1.2 Request Handling

Python Flask was selected as the development environment due to its lightweight, user-

friendly, and customizable characteristics. Because the default Flask engine is not production-

ready, Gunicorn is utilized for the WSGI app. The default Flask engine is unable to process

simultaneous multiple user inputs. Due to the developers’ decision, Apache was used as the

reverse proxy rather than nginx. Several solutions were provided for exporting local hosts

to the internet, including Ngrok, Localtunnel, Telbit, Localhost.run, and Cloudflare tunnel.

Ngrok was chosen among them since its free tier met the requirements and was therefore

integrated into the project.

The server hosts two routes, one for receiving images and the other for sending audio files

generated. The server will receive the image from the client in base64 format and process

it appropriately using Java-based binarization and segmentation procedures and provide a

JSON success reply indicating success receive and process of the sent image, this is done

with PUT requests. Another route will return the generated speech output, mp3 files on

request with the GET request.

3.1.3 Core module

The flask server application connects to the main module responsible for actual processing

of the input. It is composed of a OCR module and a TTS module. Our work focuses on the

OCR module so as to make it accurate and robust for images in the wild like that consisting

of uneven illuminations, shadows and possibly other defects such as stains. The OCR module

further consists of four key sub-modules or steps: binarization, noise removal, layout analysis

or reading order determination, and finally the actual conversion of image characters to

text. In particular, our work focused on the preprocessing steps of OCR including the

binarization, noise removal and layout analysis as openly available OCR; tesseract-OCR

already provides large range of language support and pretty accurate text conversions for

high quality document images with no further requirement of layout analysis. Thus our work

focused on providing high quality binary image generated from documents in the wild to the
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tesseract engine in correct order. Thus generated text is then forwarded to gTTS which is

a text-to-speech API provided by google for generating high quality audio speech from text

input.

3.2 Sequence Diagram

The sequence of events between various entities of the system is shown in the figure 3.2. The

client initiates the process through the Client App. The request is sent to server from the

app and then the server communicates with individual modules to perform their respective

tasks. The final response i.e. generated audio is sent to the Client App. The user then

interacts with the application to hear the output.

Figure 3.2: System Sequence diagram
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3.3 Binarization

The binarization procedure implemented in our project is based on some improvements over

Sauvola’s thresholding algorithm (8). Sauvola’s algorithm was improved for our purpose

using integral image for fast computation unlike interpolation as proposed in the original

paper (8) and similarly use of a regression model to predict proper value of parameter ’k’

either for the whole image or for regions in the image was done. As discussed before proper

values for the parameters ‘k’ and ‘w’ for thresholding is required to be found. However,

parameters that are good for some kind of image may not prove to be useful for others.

Thus, a simple regression model was used that determines the parameters dynamically for

each document image based on some feature extracted from the image that may affect

the value parameters to use. Thus selected features need to provide some measure of the

document image conditions appropriate for the Sauvola’s thresholding method.

image← ImageCapturedFromCamera

bin image← BinarizedImage

R← 128

w ← window size

k ← predicted optimal value for k parameter

i← 0

while i ≤ image width− 1 do

j ← 0

while j ≤ image height− 1 do

m←Mean(image, i, j, w)

sd← StandardDeviation(image, i, j, w)

T ← m ∗ (1 + k ∗ (sd/R− 1))

if image[i][j] ≤ T then

bin image[i][j]← 1 ▷ Text pixel

else

bin image[i][j]← 0 ▷ Non-Text pixel

end if

j ← j + 1

end while

i← i+ 1

end while
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3.3.1 Execution time Improvement

Since the local thresholding requires calculating mean and variances for window centered

around every pixel, performance can be improved by using integral image which allows cal-

culation of sum and hence mean using constant amount of arithmetic operations. Similarly,

for calculating variance we can store the integral image of squares of each pixel value which

along with the integral image for original image can be used to calculate the variance within

any size of window. Thus used operations are constant i.e. 4 addition/subtraction and a

division operations for mean calculation irrespective of the size of the window. Similar holds

for variance calculation.

3.3.2 Dynamic parameter

As discussed before, a regression model was used for predicting the value of parameter ’k’ for

a document image provided. For this end, a data-set consisting of image and ground-truth

pairs was needed so that evaluation for each image could be done on what is the optimal

value of ’k’ that gives the most satisfactory result resembling the ground truth the most. To

evaluate the resemblance of the binarized image with its ground-truth we used F1 score as

accuracy can be misleading (17). The approach taken for building the regression model for

dynamic parameter can be divided into two topics feature extraction, data-set preparation,

and model building.

3.3.2.1 Feature extraction

It is required to represent the image with some measure(s)/feature(s) for the image condition.

For this a range of measures such as mean (m), standard deviation (sd), Otsu’s optimal

threshold(oT) 2.8, mean of first class from otsu thresholding (µ0); the classes being separated

by the optimal threshold oT, mean of first class from otsu thresholding (µ1), variance of

first class from otsu thresholding (σ0), variance of second class from otsu thresholding (σ1),

entropy(E) and their combinations using multiplicationa and division such as sd/m, sd/oT

,etc representing the image as a whole were selected as possible candidates for the measures

of image conditions. Then based on correlation between the features and optimal-k values

possible features were selected as being the most effective ones for predicting optimal-k value.

3.3.2.2 Dataset Preparation and modeling

The goal of preparing data-set was to obtain the ¡image, optimal-k¿ pair. The image is

represented by its features explained above. The optimal value of ’k’ is the one that gives

the highest F1 score when compared to the ground truth of binarization for given image.
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The process of obtaining dataset can be described as follows:

for all (image, ground truth) in train set do

optimal − k ← 0

k ← 0

w ← 40

while k ≤ 0.9 do

while w ≤ 90 do

bin image← Binarize(image, k, w)

score← F1Score(binimage, ground truth)

if max score ≤ score then

optimal k ← k

end if

k ← k + 0.05

w ← w + 10

end while

end while

feature← Feature(image)

PRINT (optimal k, feature)

end for

The (optimal-k, feature) pairs were obtained for training sample of images by trying all

values with small increments (0.05) within range of 0 to 0.9 and then selecting the optimal

as the one that gave the highest F1-score. Though value of window size ’w’ is also varied

albeit in small range, its effect is ignored.

With these pairs, finally the thus selected features and optimal-k value were fitted with a

best fit line; a line was chosen to minimize over-fitting on the training data as very few

were available. The (image, ground-truth) pairs data set required for this purpose was

made available by DIBCO(2009-2018) (18); a total of 116 images and their ground-truths.

Similarly, some modification to this data set images were done artificially to create more data

sets. The final linear model used for predicting the optimal-value of k for given document-

image is:

k = 0.15×
√

µ0

σ1

+ 0.025× E − 0.117 (3.1)

Though the given approach focuses on describing the whole image by these features, smaller

regions can be selected for better result with trade-off of execution time. The training

however can be done with global feature selection as local feature selection requires large
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amount of time.

3.4 Noise Reduction

The noise present in text images that we will be dealing with is mostly scattered patches of

salt and pepper noise throughout the image caused due to uneven shadows in the original

image and marginal noise, as a result of background separation from the text document.

In order to remove such noise, we apply a score-based filtering technique to filter useful i.e.

text-only components from the components obtained after connected component analysis.

3.4.1 Segmentation

The segmentation approach we have used is based on connected component analysis using

the 4-connectivity of each pixel. Connected component analysis is done to identify each

contnuous blod of black pixels as an individual component. For the analysis, we label each

connected set with an unique label (component index) and then use the component indices

of connected sets to extract individual components from the image. The labelling is done by

assigning an incremental label to the black pixels belonging to a connected set by iterating

though the image and checking for any labelled neighbours in second quadrant of the pixel’s

neighbourhood. If a labelled neighbour is found, the current pixel is assigned the label of

the neighbour, else it is assigned a new label. The labelling process is very similar to the

Cluster identification approach suggested by Aldridge, which is based on Hospen-Kopelmann

algorithm (19). After one iteration, all the continuous blobs i.e. components are labelled

with their unique labels.

After labelling the components, their co-ordinates are used to form a minimum bounding

upright rectangle enclosing the labelled components. These bounding rectangles are the

output of segmentation process. The result of segmentation completely depends on the

clarity of the binarized image as the segmentation process does not consider if the connected

component is text or noise. To extract text-only components from the binarized document,

the obtained list of components is filtered using component filtering technique to remove

noisy components.

3.4.2 Component Filtering

A component property based filtering technique can be used to classify individual com-

ponents obtained by connected component analysis as text or non-text components. The

non-text components can then be discarded as unwanted noise. In order to filter the compo-

nents, each component is filtered based on it’s properties such as border proximity, count of

black pixels, density of black pixels in bounding rectangle, relative size of component with

18



respect to image and several other metrics. The count of black pixel can help filter extremely

small components as salt and pepper noise. A text character image needs to have a certain

minimum number of pixels for it to be recognizable as a character. Some of the noise is

seen in form of diagonal streaks of black pixels which form a large bounding rectangle, thus

having a very low density of black pixels. Marginal noise is often seen as large rectangular

patches of dark pixels caused by image background or page borders. the height and width

of components is used to decide if it is noise or text.

A combination of these metrics are used with respective score thresholds to classify a com-

ponent as a text or non-text. As our goal is to filter out the non-text components, we use

this filtering technique with initial thresholds to obtain a collection of components having

majority of text components by discarding any components in direct contact of the image

border regions. A second phase of filtering is done with consideration of other metrics such

as component height, width, etc. with their respective thresholds to obtain text components

and thus the noise present in the image is reduced. This filtering technique can be useful to

filter out a significant amount of components which are salt and pepper noise or marginal

noise present in the binarized image.

3.5 Reading Order Determination

Tesseract assumes that its input is a binary image with optional polygonal text regions

defined. Also the tesseract didn’t require its own layout parsing as it used proprietary layout

determination technique of Hewlett-Packard (20). For our purpose, it was required to have

a layout parsing that was robust and adapted to wide ranges of document layouts. There

can be wide range of document layouts ranging from that in newspapers, magazines, articles

to books. The main goal of layout analysis for our purpose was simply for determining

the proper reading order of texts. For this we don’t require the full sophistication of layout

determination. For most of the documents, white spaces are used to separate various sections

of text and the white spaces are proportional in that large white spaces usually signify

more important separations. Taking this observation into account, a novel reading order

determination technique was employed.

• First any bordering white-spaces are removed from the document image.

• The white-space that spans along the whole document’s height or width is found.

• The image is then separated into two ’sub-images’ based on white-space.

• If multiple such white-spaces spanning the whole document’s height or width exists

then the largest one is selected for bi-parting the image into two sub-images.
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• The reading order is as follows: If the image is separated horizontally then read the

top sub-image first then bottom sub-image else if the image is separated vertically then

read left sub-image first then right sub-image.

• The aforementioned processes are recursively applied until at least columns of text are

clearly as remaining text sections can easily be ordered based on horizontal line-spans.

For white-space detection projection profile method (21) was used with some margin in

threshold (instead of zero sum over projection) to account for possible noise.

3.6 Post Noise Removal

The individual sections obtained after parsing the document’s layout are further subjected

to noise removal process. Information about the text characters present in the document

sections is used to refine the component filtering process. Our assumption is that, each

section has a majority of text components and a small number of noise, which could not be

removed by initial noise removal process. The size of text fonts may be varying in different

sections, therefore a single threshold can not be used to separate noise and text throughout

the document. We localize the value of threshold for each section and use it to remove

components with properties significantly different from the majority of components in that

section. The process of noise removal after layout parsing is as follows:

• Segmentation is applied to individual document sections to get list of components.

• The obtained list is used to obtain bounding box for each component.

• The average width and height of components is calculated for each section.

• Components having dimensions significantly higher than the average dimensions are

discarded as noise.

The residual components are used to construct a clean image of the document section and

then passed into the recognition model.

3.7 Phone Application for Image Capture

Utilizing the Expo React Native framework, a program was created. Installing the React

native camera component through expo-camera allowed us to use it because it performs well

with text recognition, bar-code scanning, and facial recognition, all of which seem to be

relevant for our purposes. Expo-camera was used by us for photography purposes. We used

the state features and await the camera-related asynchronous calls. We need permissions

in order to use native features, and as our demos depend on the camera, the permissions

setup was done accordingly. For the audio permission, no explicit requests were required.
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Accordingly, the embedded styling was completed. The mobile application will act as our

client and take care of clicking the photo and sending it to a remote server via a retrieve PUT

request because we have used a client-server architecture. The audio file, which is playable

in the program, will then be provided by the server in mp3 format.

The mobile application will send two requests as per a single-use image input one for sending

the image in base64 format and another for downloading the mp3 audio file. The audio file

is downloaded and stored in the application cache memory and played.

To obtain an apk, we had to alter the JSON format and obtain the necessary the.apk file

for demonstration reasons. Building the apk required the usage of eas-cli, which required

registering in the official expo.io. The builder was default set to.abb format, which is the

android play store format. We customized it for our purpose.

3.8 Framework Selection

To choose the ideal foundation for creating the system, a great deal of research was done.

Given that the system’s objective is to be as space-efficient and size-efficient as possible, this

was necessary. Given that each programming language has advantages and disadvantages,

we have chosen to employ a combination of python and java to optimize the server-side

code. To create the application, we used React Native, a javascript-based framework that

borrows ideas from the well-known web development framework React. The client-server

architecture is the route we have taken. As the client is solely responsible for low-level

computing activities, performance is not dependent on client processing power. The atomic

nature of the client and server has also reduced compatibility issues.

3.9 Server Structure

Python Flask was selected as the development environment due to its lightweight, user-

friendly, and customizable characteristics. Because the default Flask engine is not production-

ready, Gunicorn is utilized for the WSGI app. The default Flask engine is unable to process

simultaneous multiple user inputs. Due to the developers’ decision, Apache was used as the

reverse proxy rather than nginx. Several solutions were provided for exporting local hosts

to the internet, including Ngrok, Localtunnel, Telbit, Localhost.run, and Cloudflare tunnel.

Ngrok was chosen among them since its free tier met the requirements and was therefore

integrated into the project.

The server hosts two routes, one for receiving images and the other for sending audio files

generated. The server will receive the image from the client in base64 format and process

it appropriately using Java-based binarization and segmentation procedures and provide a
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JSON success reply indicating success receive and process of the sent image, this is done

with PUT requests. Another route will return the generated speech output, mp3 files on

request with the GET request.

The noise-reduced image is sent into the open-source OCR library tesseract, which requires

highly noise-free inputs as it is designed to deal with digital inputs. Our project use case will

mostly contain real-world noisy images so we have employed several prepossessing to decrease

the noise as much as possible. We have used a text-to-speech library for the text-to-speech

feature, GTTS which works with sending API requests to google TTS.
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4. Results & Discussion

The results we have achieved from this project are explained below:

4.1 Binarization

By use of Integral image a huge performance improvement was achieved as shown in figure

4.1. The execution time also includes the time taken to create integral image. As can be

observed the time taken while not using integral image computation increases in squared

fashion over window size. This can be confirmed by the fact that number of iterations or

pixels increases increases in squared power when window size (height or width) increases.

Figure 4.1: Comparison of execution times with and without the use of integral image for

binarization

For the dynamic parameter problem, a data set of 116 different images from DIBCO(2009-

2018) were used. They were split randomly into nearly equal test and training samples
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Figure 4.2: A histogram plot for F1 scores obtained by use of predicted ’k’ values

of 53 and 63 respectively. An average f1 score of 0.84 compared to 0.72 while using a

constant value of 0.34 for the ’k’ parameter was observed. Also it was observed as low of

performance as 0.02 f1-score while using constant value whereas while using that predicted

by the linear model lowest performance of 0.6 f1-score was observed. This suggests that

although the simple regression model is far better and stable than simply using a constant

value from experimentation for kinds of documents under consideration, the performance

can be improved by increasing data set size and model complexity appropriately. Also, the

parameter ’k’ in Sauvola’s thresholding will be better if replaced by some other factors rather

than just a constant value. Those factors may be obtained by using measures from global

thresholding methods such as Otsu’s thresholding highlighted in this paper. The distribution

of f1scores is shown by taking a histogram with intervals of 0.04 in figure 4.2.

Noise Reduction

The component filtering technique is able to remove the noise present in the binarized image

to a considerable extent. In order to test the accuracy improvement by noise reduction, we

calculated the CER (22) for the output text generated for the binarized image and ground

truth image and then for the denoised image and ground truth image. An improvement

was seen in the CER after reducing noise by filering out the non-text components as OCR

systems tend to infer noisy blobs as random text characters.
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(a) Before Noise Reduction

(b) After Noise Reduction

Figure 4.3: Noise Reduction

Figure 4.4: Character Error Rates for Noisy and Denoised Inputs
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4.2 Reading Order Determination

The aforementioned technique for reading order is able to cope with varying layouts such

as that of articles and magazines and the sub-images or bounding boxes generated by it for

those documents is shown below 4.5 and 4.6.

(a) Sample image (b) Segmented result

Figure 4.5: Segmenting an article for reading order, emphSource: Gatos P. (1)

(a) Sample image (b) Segmented image

Figure 4.6: Segmenting a magazine for reading order, emphSource: LRDE Dataset
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4.3 OCR Result

A comparison of the tesseract OCR and the proposed system based on CER is presented

in the figure 4.7. As show by the graph the proposed system performs superior to the

tesseract system. This can be attributed to the fact that tesseract OCR on its own employs

Otsu’s method of binarization; a global method that cannot cope properly with changing

image conditions such as uneven illumination and shadow. The proposed system utilizes

Sauvola’s thresholding; a local method and improvement over it using a prediction model

for ’k’ parameter from some image properties extracted from the Otsu’s method. Noise

reduction process also removes large blob like elements enhancing the result further. A

sample of 17 images were evaluated for the accuracy comparison. Some sample data set

used for the comparison is shown below 4.8.

Figure 4.7: Comparision of CER for Tesseract and EasyRead
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Figure 4.8: Some sample images taken for OCR evaluation
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5. Future Enhancements

There are many potential enhancements that could be made to our project. Here are a few

ideas for possible future enhancements:

• Construct a Device Representation

The Raspberry Pi, which runs the program, a camera, and a speaker are needed for

the hardware variant.

• Performance optimization:

By identifying alternative strategies to lessen the number of calculations necessary to

process the data, we can improve the efficiency of our project.

• Ensure Safety

To ensure that the handling of the private or sensitive data is safe and risk-free, we can

implement better verification measures, enhance data protection, or carry out regular

security assessments.

• Increase the Audience

If our endeavor is a success, there may be chances to increase the audience by focus-

ing on new populations or geographical areas. This could entail creating marketing

campaigns that are aimed at particular demographics, translating material into other

languages, or collaborating with other organizations to reach new audiences.
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Appendix

Figure 5.1: Fig: Sample Input to binarize
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Figure 5.2: Fig: Binarized Output
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Figure 5.3: Fig: Screenshot of Demonstration camera UI
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Figure 5.4: Fig: Screenshot of Demonstration clicked picture
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Figure 5.5: Fig: Screenshot of Demonstration waiting message
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Figure 5.6: Fig: Screenshot of Demonstration success message
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Figure 5.7: Fig: Screenshot of Demonstration audio play
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Figure 5.8: Fig: Screenshot of Demonstration audio pause
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Figure 5.9: Fig: Screenshot of Demonstration error message
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