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ABSTRACT

The order-disorder always exist in materials. The structural, electronic and magnetic
properties of metals and metallic alloys have been the subject of intense research due to
their applications in many technological purpose. Inter-metallic binary alloys of Ni and
Al has attracted much attention in the field of science and technology because of their
use in computer chips, variety of turbine components, medical implants and commercial
applications etc. Magnetic properties and properties based on electronic structure of
ordered alloys NiAl and Ni3Al have been investigated using the first-principles study
based on density functional theory and density functional perturbation theory. In order
to understand the electronic properties, we have performed electronic band structure
calculations. Our findings show that all the systems considered are metallic in nature.
To know the contributions of the orbitals in the bands, the system is analyzed via fat
bands which reveals most of the contributions on valence band of NiAl and Ni3Al is
due to d-orbital and the contributions on conduction band is due to s and p-orbitals.
Furthermore, spin up and spin down calculations have been done to know the magnetic
properties of the system. Our calculations also suggest the magnetic nature of Ni3Al
and non-magnetic nature of NiAl. It has been found that the magnetic moment of alloys
containing Ni and Al increases with increasing Ni concentration. The study of Ni3Al is
of great interest from magnetic point of view as it has magnetic moment 0.52µB. The
value of magnetic moment of NiAl and Ni3Al obtained in the present work agrees with
previous studies. From the study of liquid state of Ni-Al, it is found that the NiAl melt
at 1873 K is ordering in nature which doesn’t support de-mixing in the solid form.

In studying vibrational properties, phonon modes in Ni3Al are observed via phonon
dispersion relation, which is different than that from NiAl. Optical branches gets more
uniformly shifted in frequency in Ni3Al than in NiAl. Optical phonons have a non-zero
frequency at the center of Brillouin zone and show no dispersion near that long wave-
length limit. Modes are originated from electronic bands resulting to mode gap of 1.56
THz in NiAl and reduces the gap while increasing nickel content. Optical properties are
analyzed through the calculations of dielectric function, reflectivity and refractive index.
The maximum number of free electrons near the Fermi level in NiAl are responsible to
change its reflectivity.
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CHAPTER 1

1. INTRODUCTION

The study of materials and their properties has been ongoing for as long as the exis-
tence of human being. Men used stones as materials for tools to improve their lifestyles
at the stone age. People learnt to melt copper and tin to make bronze (≈ 2000 B.C.) and
utilize it in proper way. Materials have played an integral role in forming the society
that we have now. There is no usage of materials without interaction to the environ-
ment. Therefore, the knowledge of interaction from microscopic level to macroscopic
level is essential in understanding the materials properties (Sands et al., 1990). The im-
pact of any materials in environment is always interesting. Materials theory researches
highlights on predicting, modelling, and designing materials what people encounter in
their daily life. The main basis for understanding materials depends on understanding
their electronic structure. Materials always interact in environment. Non living things
interact to both living and non living environment. So, materials research area rely all
branches of science and technology in today’s world. This field has helped to make
better connection between them. Interaction is different for different species/materials.
Detail investigation on the matter is essential before using. Alloys are metallic sub-
stances composed of a mixture or metallic solid solution of two or more metals. They
can even be composed of a metal and another element which may be non-metallic to
produce an alloy. An alloy usually has different properties from the elements that it is
composed of. Alloying has been found to be a pivotal role to address the shortcoming
in the individual element. Desirable properties can be dragged on alloying two or more
materials. Concentration variation in elements produces alloys with different properties.
They can be classified into two types, substitutional or interstitial alloys which differ-
ence depends on the arrangement of the atoms that make up them. There are several
combinations of alloys which can be received by combining different elements to have
different properties and applicable for different purposes. The uses of alloys are wide,
and they can be functionalized to help different works by mixing metals to get alloys
with particular properties as we desired. It is used in industries, military operation and
as medical instruments. Some examples of alloys are Al, Cu, stainless steel and bronze,
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with each of them having distinct properties. It can be prepared to increase stability.
Dealing the properties of alloys in liquid state provides unique information that can be
used to improve the qualities of materials in the solid state. But the experimental study
of the thermo-physical properties of alloys in molten state is a difficult task because of
the problems created by high temperature, chemical reactivity etc. Alloys have been
used for a very long time, even before modern technology. However, the progress in
alloy technology since the last few decades. Copper was the first metal to be extracted
from an ore and it was later combined with tin to create bronze. Today there are various
combinations of alloys that fulfil the demand of today society. Nepal is rich in minerals.
Occurrences of Ni are reported from different parts of the country however, they are lim-
ited so their proper utilization can be carried out only knowing its properties. Strength
can be maintained after alloying. Alloys made out of the combination of copper and
zinc is known as brass. These alloys are used to make musical instruments. All metals
are not in pure form. Jewellery that made from silver and gold do not usually contain
pure form of gold or silver but have a certain amount of Cu or other metals to provide
the jewellery with longer lasting properties. Also, when iron is extracted from its ore, it
produces alloys that have vary in amount of carbon.

1.1 Metallic alloys

Inter-metallics are a unique group of materials composed of two (or more) types of
metal (or metal and non-metal) atoms, which exist as solid compounds and differ in a
structure from that of the constituent components. In comparison to metals and alloys,
used before, inter-metallic based alloys exhibit several distinct features. The study of
the electronic properties of solids in terms of interaction of electrons in the solid, is one
of the important interfaces between theories and experiments in the field of solid state
science. There is no usage of materials without interaction to the environment. Some of
the many interesting applications for inter-metallic compounds include hydrogen stor-
age, superconductivity, energy storage (e.g. batteries) and magnetism. The basis for un-
derstanding any materials ultimately rests upon understanding their electronic structure
(Probert, 2011; Martin, 2004; Lamichhane et al., 2015). The knowledge of interaction
from microscopic level to macroscopic level is essential in understanding the materials
properties. The impact of any materials in environment is always interesting. Materials
theory researches focus on predicting, modelling, and designing materials what people
encounter in their daily life. Materials consists of solids, alloys, ceramics, polymer etc.

Inter-metallic compounds have a wide area of properties ranging from metallic to non-
metallic. Inter-metallics are interesting functional materials and also have attracted at-
tention as structural materials for practical applications. An alloy is a metal composed
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of more than one element and may have properties different from those of its original
elements. An example of a man-made alloy is bronze made from Cu and Sn but is
stronger than Cu and Sn and can be utilized to make various tools. Stability is changed
after alloying and stable system is favoured by nature. Similarly, steel, a widely used
alloy of Fe and C that is harder than pure Fe. The world of this century is of electro-
magnetism. Magnetic materials are characterized by their tendency towards magnetism.
Magnetism of materials is the specific property, related to density of states. Magnetism
is the property of a material which shows attraction or repulsion when an magnet is
brought near to it. Since all matter somehow responds to a magnetic field, it is useful to
introduce the concept magnetic materials. Magnetic materials can be classified by how
their magnetic dipoles are oriented relative to each other; parallel, anti-parallel or not at
all. There is always importance of spin while dealing magnetism of materials. Besides,
distribution of magnetic moment in the system plays a vital role to determine the quality
of materials.

1.2 Interactions in alloys

Nickel (Ni) belongs to transition element. Production of Ni is in large scale, increasing
per year. The global production of nickel is used to stainless, non-ferrous alloys, in elec-
troplating and in other uses. Nickel has gained its beauty with its fascinating properties.
Nickel is used in many consumer products, including alnico magnets, coinage metals,
rechargeable batteries, electric guitar strings, microphone capsules, plating on plumb-
ing fixtures, and special alloys such as invar. It is used for plating and as a green tint in
glass. Nickel is alloy metal, and its chief use is in nickel steels and nickel cast irons, in
which it typically increases the tensile strength, toughness, and elastic limit. It is widely
used in many other alloys, including nickel brasses and bronzes and alloys with Cu, Cr,
Al, Au, Pb and Co. alloys are promising candidate for shape memory alloys. Ni is one
of the widely used natural source of element. Besides its dominant presence in nature,
it is superior over metals and ferromagnetic metal and super-alloys mainly due to good
oxidation resistance, low density, which makes it useful in many applications such as
aircraft turbine engines, medical implants, nuclear power plants and many chemical and
petrochemical industries. (Darolia et al., 1999) So the development of today economy
is highly dependent on the proper utilization of nickel based alloys.

The production of Ni is increasing day by day in the world. The production is creasing
rapidly from 2012. So the importance of any materials depends on its proper utiliza-
tion in daily life. The test on quality of materials is essential before using in practical
purpose. Ni metal is reserved due to its importance in industry and commercial market.
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Figure 1: Production of Ni across the world, US Geological survey, 2014

Figure 2: Reservation of Ni across the world, US Geological survey, 2014

Similarly, aluminium is a post-transition element which has a bit different characteris-
tics from that of Ni. Properties such as light weight and great strength allow aluminium
to be used in several different industries. Applications of aluminium include transporta-
tion, electrical applications, construction and medicine. The combination of these two
element is expected to get desired properties for the modern science and technology. Ni,
a ferromagnetic material, when alloyed with other Al, it is expected to observe syner-
gistic effect as result we can tune the properties as we wish. When Ni alloyed with Al,
it has given different properties as shown in table 1.
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Table 1: Melting Point (MP), density and thermal conductivity(K) of Ni, Al and NiAl.

Properties Ni Al NiAl
MP(K) 1728 933.4 1955
K (W/(m.K)) 90.9 237 76
Density(gm/cm3) 8.908 2.7 5.9

From table it is reported that Ni has lower thermal conductivity than that of Al. But
alloying reduces its thermal conductivity. Besides, Ni forms NiAl3, Ni3Al, NiAl2, after
alloying with aluminium depending on the proportion of constituent. NiAl is found to
be stable. Historical development on NiAl begun from 1960. During the early 1960,
NiAl was supposed to have potential as a general high temperature structural material,
and by the mid 1960 was known as a probable material to use in a super-alloy tur-
bine vane(Singleton et al., 1966) Unfortunately, by the end of the 1960 no solution was
found for the low-temperature brittleness and consequently industrial and governmental
interest waned. Studies from about 1968 through 1980 focused to know the deformation
mechanisms, after which research interest again reduced. In the mid-1980 the discovery
could improve ductility in Ni,Al, along with the development of new processing tech-
niques, deep interest in developing ductile intermetallic materials and NiAl research
again decorated and has since grown slowly. NiAl has a much higher thermal conduc-
tivity than superalloys, the temperature distribution in a high-temperature component
would be uniform, reducing the life-limiting hot spot temperature by 50 K (Darolia et
al., 1999).

1.3 Rationale of the study

Metallic alloys are important because of their dominant occupancy in nature. Properties
such as light weight and great strength allow Al to be used in several different indus-
tries. Ni has good oxidation resistance and it has own beauty. There are many debate
regarding to the magnetization of Ni3Al and Ni3Ga. We will focus on it in our study.
Hackenbracht and his co-workers (Darolia et al., 1999) used TB-LMTO-ASA for the
study of electronic and magnetic properties. They found the magnetic moment of Ni3Al
as 0.09 µB per unit cell. Later on (El Fatmi & Ghazouani, 2011) investigated electronic
and magnetic properties of Ni3Al with magnetic moment 0.44 µB per unit cell. Hence
due to various applications of NiAl and Ni3Al and lack of detailed work or controversial
results in experimental and theoretical works for values of magnetic moment, we focus
to study the electronic and magnetic properties of these inter-metallic alloys
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1.4 Objectives of the study

The main objectives of this thesis are summarized as follows.

(i) The changes in geometrical parameters and stability of NiAl and Ni3Al as a func-
tion of lattice parameter is discussed by the first-principles technique.

(ii) Lattice parameters obtained from energetically stable structures is used to func-
tionalize alloys, varying Ni concentrations and is studied their electronic proper-
ties along with its optical properties.

(iii) Spin fluctuation, magnetization, density of states and role of partial density of
states in NiAl, Ni3Al, NiGa and Ni3Ga are studied to understand the magnetic
properties.

(iv) Properties of solid NiAl and the same in molten state is studied to observe phase
change stability.

1.5 Organization of the thesis

The structure of this thesis is organized as follows:

(i) In chapter 2, we shall discuss in detail the available literature related to the present
work. The chapter is named as Literature Review, which aims to prepare the
required background and justify the objectives of the study.

(ii) We present the theoretical background, formulas and algorithm that we have used
during the entire work in Materials and Methods (Chapter 3). Basic introduction of
density-functional theory with some special features including the systems under
study are discussed in the chapter.

(iii) Chapter 4 presents and discusses the main findings of the present work.

(iv) The conclusions and possible extension of the present work are discussed in Chap-
ter 5. The chapter is named as “Conclusions and Recommendations”. “Summary”
is written in chapter 6 before the list of references.
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CHAPTER 2

2. LITERATURE REVIEW

The pursuit of modified alloys quality and efficiency is replacing ever increasing de-
mands on today materials world. The discovery of alloys have attracted great interest
because of its promising prospects in both basic and applied research point of views.
Atomic-level computer simulations provides a powerful tool in bringing fundamental
knowledge of materials processes and properties. Alloys are prepared to strengthen pure
element and expected to get properties as we desired. The study of materials/alloys and
their properties has been ongoing for as long as the existence of human being. Materials
have played an integral role in forming the community that we have now. Alloying has
been found to play a pivotal role in changing the limitation of element(pure element).
No substances are found in use without interaction to the environment. The knowledge
of interaction from microscopic level to macroscopic level is essential in understanding
the materials properties. The properties of alloys are determined by its composition.

The study of inter-metallic alloys like NiAl and Ni3Al have great interest because of
their uses in high temperature materials, shape memory alloys and soft magnetic mate-
rials (Pun & Mishin, 2010). NiAl has been identified as a suitable material for making
epitaxial contacts to III-V compound semiconductors. When Nickel is alloyed with Co,
Al, Ti and other to form super alloys. Comparing to conventionally used alloys, inter-
metallic based alloys show many specific forms. Moreover, a development of composite
materials with Ni3Al based alloys as a matrix made solid by graphene, SiC and TiC is
also observed (Jozwik et al., 2015; Deligoz et al., 2014). The low density of NiAl has
helped to desirable decrement in the weight of turbine blades and aircraft parts. Due to
low density and high thermal conductivity, Ni-Al alloys give reward as structural alloys
in applications for gas turbine (Pun & Mishin, 2010; Lee et al., 2000). These noble
characters of Ni-Al alloy have attracted the most current assent of the researches to in-
vestigate the structural, electronic, magnetic, thermodynamic and vibrational properties
of Ni-Al solid and liquid alloys. The NiAl alloys which shows phase transformations in
ranging 60 to 65 atomic percentage of nickel are widely used in technical field (Kazanc
& Tatar, 2008). de Boer and co-workers used LMTO with in ASA to find optical con-
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ductivity and band structure of NiAl and found a bit different band structure in terms
of symmetric point R, comparing to previous calculations. NiAl decorates for suitable
system to study on the simple phenomena in ordered alloys due to its crystal structure
and, by natural elongations, reconstructions of its surface produced from bulk termi-
nation (Miracle et al., 1993). Additionally, NiAl is known as a suitable material for
making contacts compound semiconductors (Sands et al., 1990). NiAl is appropriate
material for many applications due to ratio of mass of Ni to Al greater than two as they
yield gap (Mostoller et al., 1989; Ravindran et al., 1996), so it is important to know
its phonon interaction. The STM data obtained due to correlation of simulation can be
described as the nickel density of states dominating at the surface as Ni dominates in
band structure and density of states of NiAl (Lamichhane et al., 2016) and is found to
be strongly interacting system at 1873 K and ordering tendency is found to be in 40 and
60 % of Ni. The impact of any materials in environment is always interesting. Besides,
materials with higher thermal conductivity can give uniform temperature distribution in
a turbine air-foil (Darolia et al., 1999). Since NiAl has a much higher thermal conduc-
tivity than superalloys, the temperature distribution in a high-temperature component
would be more uniform. NiAl also posses a greater oxidation resistance than any other
high-temperature alloy or coating material. Thermal conductivity is one of the most im-
portant property in nickel based alloys and as it makes possible use for the design of tur-
bine air-foil because of having lower density (5.9 g cm−3) than other super-alloys. NiAl
has four main advantages: its density (5.9 g cm−3) is two-thirds the density of nickel-
base superalloys; its thermal conductivity is 4-8 times that of nickel-base superalloys; it
has excellent oxidation resistance; and its simple, ordered, BCC crystal structure makes
plastic deformation easier compared to many other intermetallic compounds. These
noble properties of Ni-Al and Ni-Ga alloy have attracted to researchers for the inves-
tigation of its electronic and magnetic properties. Many experimental and theoretical
works (Hsu & Wang, 2004; Boucetta, 2014) on Ni-Ga have been performed to know
the electronic, optical, magnetic, elastic properties of our interested compounds. How-
ever, electronic band structures along with electronic transitions are poorly described.
In addition, the diverse nature in the value of magnetic moment of Ni3Ga and Ni3Al
calculated in previous work (Aguayo et al., 2004) made us curious to know the reality
behind it. From the previous study it is found that Ni-rich NiAl intermetallic alloys
form stable L12 phase, with simple cubic structure Cu3Au structure. Electronic and
magnetic properties are studied using various techniques. However, Hackenbracht and
his co-workers (Darolia et al., 1999) used TB-LMTO-ASA for the study of electronic
and magnetic properties. They found the magnetic moment of Ni3Al as 0.09 µB per
unit cell. Later on (Zhu et al., 1998) investigated electronic and magnetic properties of
Ni3Al with magnetic moment 0.44 µB per unit cell. Hence due to various applications
of NiAl and Ni3Al and lack of detailed work or controversial experimental and theoreti-
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cal values in magnetic moment, we intend to study the electronic and magnetic propertis
of these intermetallic alloys. The spins fluctuation obtained stronger in Ni3Ga than that
found in Ni3Al (Aguayo et al., 2004), and zero magnetic moment obtained in experi-
mental work are still controversial. The limitations of local density approximation for
physics of ferro-magnetism in Ni3Al and Ni3Ga qualitatively and unlike to ferromag-
netic quantum critical point as suggested in previous work (Aguayo et al., 2004) is
another problem in front of us. The concepts of spin polarization, nature of density of
states will add other useful information to the present understanding of the alloy system.
The calculated parameters related to magnetism are still in debate. Previously reported
value (0.75 µB) of magnetic moment Ni3Al (Hsu & Wang, 2004), which is greater than
the experimental value 0.23 µB per unit cell (Aguayo et al., 2004). There is controversy
in magnetic moment of Ni3Al with the values ranging from 0 to 0.7 µB/cell (Moruzzi,
1990). Metallic properties of compounds have been studying by using standard models
such as Landau Fermi liquid theory. However, the properties of metals near to magnetic
phase transitions at low T are found to be different from these models. At ambient pres-
sure both Ni3Ga and Ni3Al orders ferromagnetically below 41 K with a small average
moment of 0.075µB/Ni in the low-temperature, low magnetic field limit (Smith, 2009).
The ferromagnetism is decreased by the application of hydrostatic pressure and Ni3Al
is found to become paramagnetic above 82 kbar pressure. By contrast Ni3Ga, which has
the same crystal structure and a similar electronic structure (Smith, 2009), lies on the
paramagnetic side of the quantum critical point. Therefore, these two materials form a
good basis on which to test the SCR model in both the ferromagnetic and paramagnetic
state. (Smith, 2009) suggested that Ni3Al is found to be explained by the standard
form of such a model, the data on Ni3Ga require us to extend the model to take into
account the fact that this system lies close to a tri-critical point.So difference of these
compounds can have some hidden facts, which is to be solved. Interest on the impor-
tance of vibrational properties with vibrational entropy on thermodynamical stabilities
order-disorder transition alloys phases. Although some key issues concerning the me-
chanical properties of NiAl are still unresolved, recent progress in increasing strength
along with a better understanding of the deformation mechanisms, warrants optimism
for the commercialization. The research interest on NiAl has been growing over the last
50 years and will continue to do so based on plans of research laboratory. Miedema
and his group (Miedema et al., 1973) discussed the role of electronegativity in alloys
formation. So the investigation on the electronic density of states, charge transfer phe-
nomenon are also important to utilize the alloys in practise. It is reported that the degrees
of charge transfer takes place from Al site to the transition metal sites as one goes from
FeAl to CoAl to NiAl (Sundararajan et al., 1995) in which the magnetism of elements
Ni, Co, Fe is mostly quenched in the stoichiometric phases, with only FeAl retaining a
magnetic moment of about 0.7µB /atom. we have also made a target to check on NiAl
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to know the reality behind them. Alloying behaviour of Ni3Al important as its research
progress carried on 1984 with other similar compounds Ni3Ga and Ni3Si. (Ochial et
al., 1984). Diffusion of Ni is sensitive as suggested in previous work (Hancock & Mc-
Donnel, 1971) has made additional interest on Ni based superalloys with its electronic
and magnetic properties. Graphene is 2D materials with its unique properties. It is also
used on Ni to know different characteristics. (Zhao et al., 2011) Mechanical characters
of NiAl alloy was studied and found that the strengthening produced by vacancies in
Al-rich region of alloys was greater than that in Ni-rich alloys. Recently oxidation was
carried out (Ma & Gunther, 2018) by STM simulation on Ni3Al to know its surface
properties. Theoretical and experimental studies on magnetization in Ni3Al and Ni3Ga
are still in debate as magnetic moment range (0.1-0.7µB/cell) observed for Ni3Al (0-
0.8µB/cell) observed for Ni3Ga. No connection has done in between electronic and
vibrational properties of NiAl. Roles of DOS of Ni and hybridization effect in Ni based
alloys are not well understood. Most of investigations are limited to solid phase of NiAl
without connection to molten state. So, we motivated to investigate the properties of
Ni-Al in different environment.
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CHAPTER 3

3. MATERIALS AND METHODS

3.1 Theoretical Background

Most of properties of materials are determined by state of electrons and nuclei of atom in
the crystal structure of materials. The atomic and molecular properties such as magnetic,
optical, transport and crystal structures of materials depend on the respective electronic
structure. Therefore, study of the electronic structure has always been in the target of
condensed matter physics. No materials are found unaccompanied by interaction to en-
vironment. This is why the solutions of the electronic structure are not so easy due to
the fact that the electronic interactions in matter are quantum mechanical in nature and
the complexity of describing them in a quantum mechanical system increases signifi-
cantly with the increasing number of the electrons. This leads to many-body physics,
which gives the shape to know the collective behaviour of interacting electrons. Quan-
tum mechanical problem cannot be solved exactly because of the number of variables
(3N number of particles) and the complexity of the equations. We solve the Schrodinger
equation given by,

ĤΨ = EΨ (3.1)

3.1.1 Born-Oppenheimer approximation

Born-Oppenheimer approximation is the most powerful adiabatic approximation be-
cause it is decoupled to 2 degree of freedom, only consider 1 degree of freedom taking
ions as frozen. The physical system such as atoms, molecules and solids contain not
only electron but also of nuclei, and each of these particles moves in the field generated
by others. Electrons are much lighter than nuclei. The proton weighs ≈ 1800 times
heavier than that of an electron. So, the motion of nucleus is negligible in comparison
to motion of electron. General methods for many-body problems involve approxima-
tions. In the continuum, a two body problem can be solved analytically. There is no
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solution for more than two bodies. There may be chance of breakdown the uncontrolled
approximations. One needs a method to test out, approximate methods to find range
of validity. This implies that the exactness of simulation is essential in this kind of
research. Thus we consider nucleus as being fixed in Born- Oppenheimer approxima-
tion. It allows the construction of energy eigenfunction by separating the dependence of
eigenfunctions on electronic and nuclear co-ordinates. The hamiltonian for a molecular
system of N-electrons and M-nuclei can be expressed as

Ĥ = −

N∑
j=1

~2

2m
∇2

j −

M∑
α=1

~2

2Mα
∇2
α −

N∑
j=1

M∑
α=1

Zαe2

|~r j − ~Rα |

+

N∑
k> j

N∑
j=1

e2

|~r j − ~rk |
+

M∑
β>α

M∑
α=1

e2ZαZβ

| ~Rα − ~Rβ |
(3.2)

= Te + Tn + Vne + Vee + Vnn

The first and second terms represent the kinetic energy of the electrons and nuclei re-
spectively. The third term represents the coulomb attraction between electrons and nu-
clei, the forth term represents the Coulomb repulsion between the electrons and the last
term represents the Coulomb repulsion between nuclei, whereas Mα is the mass of nu-
cleus α, m is the mass of electron, Zα and Zβ are the atomic number of atoms α and β

respectively, ~r j and ~Rα are the positions of the electrons and nucleus respectively.

In this approximation, the KE of the nuclei can be ignored and repulsion between nuclei
is assumed as constant. Any constant added to an operator only adds to the operator
eigen values and has no significant effect on the operator eigen function. We think here
only the relative measurement so the constant term can be removed to get electronic
hamiltonian as,

Ĥ = Te + Vne + Vee

=

N∑
j=1


−
~2

2m
∇2

j −

M∑
α=1

Ze2

|~r j − ~Rα |


+

N∑
j=1

∑
k> j

e2

|~r j − ~rk |
(3.3)

3.1.2 Hatree’s Self-Consistent Field Approximation

The motion of each electron in the periphery of the (N-1) electron systems is ruled
by a one particle Schrödinger equation. The self-consistency of the electronic charge
distribution with its own field follows Hartree equations then it can be modified as,

Ĥ =

N∑
j=1


−
~2

2m
∇2

j +
∑
k> j

e2

|~r j k |
−

Ze2

|~r j |


(3.4)
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Then the Schrödinger wave equation for the system of N-electrons is given by

ĤΨ(r1,r2, . . . ,rN ) = EΨ(r1,r2, . . . rN ) (3.5)

where E is the total energy of the atom; is that amount of energy would require to
dissociate (N + 1) particle system completely.

From above equation, it can be seen that the total wave function describing motion of
electrons is the product of Ψ, and is independent to each other ie. each electron moves
independently.

Ψ(r1,r2, . . . rN ) = Ψ1(r1)Ψ2(r2) · · ·ΨN (rN ) (3.6)

With this product wave function the Hartree equation are obtained by the optimization
of any approximation accordance with the variational principle which leads to ground
state property of wave function, followed by normalization in which the probability of
finding N electrons anywhere in space is made unity. However, fermionic nature of
electrons were not considered in Hatree approximation.

3.1.3 Hatree-Fock Approximation

The total wave function of N-electron system is written as simple product of one elec-
tron wave function ψi (ri) in Hartree-Self consistent field method. But, it doesn’t obey
the antisymmetry principle, which states that a wave function describing fermions should
be antisymmetric w.r.t. interchange of any set of spin-space co-ordinate by spin-spin
co-ordinates. It means that fermions have not only three degree of freedom, but also
an intrinsic spin co-ordinate having two possible states, denoted by the spin functions
α or β. Unless magnetic interactions are included in the Hamiltonian, space and spin
variable for each electron are separable. A product of spin-orbitals of the form,

ψ(1,2,3, ....,N ) = φ1(r1)φ2(r2)φ3(r3)φ4(r4) · · · φN (rN ) (3.7)

which is known as Hartree product.

This wave function is not antisymmetric, hence it does not fulfill the requirement of
Pauli exclusion principle. In order to meet this requirement, HF used slater determinant
as

φ(x1, x2, ...xN ) =
1
√

N!

������������

φ1(x1) φ2(x1) .. .. φN (x1)
φ1(x1) φ2(x2) .. .. φN (x2)
.. .. .. .. ..

φ1(N1) φ2(N2) .. .. φN (xN )

������������

(3.8)
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Let us take electrons 1 and 2,

φ(x1, x2) =
1
√

2!

������

φ j (x1) φk (x2)
φ j (x1) φk (x2)

������
(3.9)

If both electrons exist in the same orbital(j=k) then ψ is zero which follows the Pauli
exclusion principle. Then,

∫
dxφ∗k (x j )φk (x j ) = δ j k (3.10)

and

E =

N∑
j=1

H j +
1
2

N∑
j,J

N∑
j=1

[Cj k − E j k] (3.11)

H j is the one electron integral and Cj k is the Coulomb integral. These are same as
Hartree since spin parts contribute only factor of unity. The E j k terms called exchange
integrals differs from E j k only by the interchange of last two indices j and k. Coulomb
integral explains direct interaction. These term arises from the permutations inherent
in the determinants form Cj k vanishes due to spin orthogonality. The exchange integral
accounts for energy differences between the singlet(antisymmetric function with lower
energy) and the triplet (symmetric function with higher energy) configurations.

Using exchange operator and the Lagrange undetermined multiplier, we rewrite above
Hatree equations as,

N∑
j=1

ε j =

N∑
j=1

H j +

N∑
j,k

N∑
k=1

(Cj k − E j k )

= E +
1
2

N∑
j,k

N∑
k=1

(Cj k − E j k ) (3.12)

We can write again as,

N∑
j=1

ε j =

N∑
j=1

H j +
1
2

∑
j=1

(ε j − H j )

or E =
1
2

N∑
j=1

(ε j + H j )

The H-F method does not yield an exact solution of the N-electron Schrödinger equa-
tion only the best solution of determination form, the approximation inherent in self-
consistent field approach is equivalent to replacing particle like ( 1

|~r jk |
) Coulomb interac-

tions by continuous electrostatic interactions among charge clouds. Correlation energy
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is the measure of how much the movement of electrons is influenced by presence of
other electrons. According to HF, for two electrons with different spins, the probability
of finding electron is not zero and thus electrons are uncorrelated but for two electrons
with same spins, the probability of finding electron P(r1,r2) = 0. No two electrons with
the same spin can exist at the same place, the case is Fermi hole. Therefore, same spin
electrons are correlated in HF. HF method takes into account the so called spin cor-
relation. Electron correlation is mainly caused by the instantane- ous repulsion of the
electrons, which is not covered by the effective HF potential. The electrons get often
too close to each other in the Hartree-Fock scheme, because the electrostatic interaction
is treated in only an average manner. As a result, the electron-electron repulsion term
becomes large resulting in energy in HF being above E0. Both Hartree and Hartree-
Fock methods are wave function based so they are computationally expensive for large
system sizes. Wave function is a complicated quantity which cannot be measured ex-
perimentally. It depends on 4N variables, three spatial and one spin variable for each
N electrons. Electron density, a real quantity, has reduced degrees of freedom and thus
it can reduce the computational expanses significantly, if used as variables. The use of
electron density as variable to solve many body SchrÃűdinger equation gives founda-
tion of the most popular and versatile method in modern day condensed matter physics
and materials science called the Density Functional Theory.

3.1.4 Densiy Functional Theory(DFT)

The first effort in 1927 to treat all molecules in many-electron systems on the basis of
electron density instead of tedious wave functions by Thomas and Fermi (Thomas &
Fermi, 1928) was failed as it couldn’t give the stability of molecular system w.r.t. their
fragments. However, This method is having roots for the foundation of density func-
tional theory. DFT with LDA/GGA and plane waves as basis functions give reliable
outcomes in low costs in condensed matter physics calculations comparing to exper-
imental results. It is materials specific theory. DFT has become a useful theory to
handle correlated many-body systems widely used in electronic structure calculations.
So, it has been a leading method for electronic calculations after including correlation
and exchange interaction on conventional Hatree and HF methods. The basic idea of
this theory is that any property of the ground state of a system can be described as a
functional of the ground state electron density. Therefore, we would transform our 3N
variable problem (wave function of N electrons) as is the case of N interacting electrons,
to a 3 variable problem with the electronic density (function of position). In the next
sections, we will present the theorems that prove this statement. However, the exact ex-
pression for this functional is not known and some approximations must be made. The
theory itself does not provide any guidance for constructing the functionals. However,
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as we will see, there are many approximations available for these functionals that work
well. Also, much work is still done in the scientific community in order to find new
functionals and to improve those already established.

Hohenberg-Kohn theorems

As correlation was neglected in HF theory, one of the most useful and fundamental
approach to take into account of electron correlation is the density functional theory.
In the DFT, the electronic orbitals are the solutions to a many-electrons schrödinger
equation, which depends upon electron density rather than the one-electron spin orbitals
as in the Hartree-Fock approach. The basic approach of the DFT is to approximate the
electron correlation by means of general functional of electron density ρ0. The heart of
DFT is HK theorems. For this, we first describe the first and second Hohenberg-Kohn
theorems proposed in 1964 followed by the Kohn-Sham approach (Kohn & Sham,
1965) for the calculation of exchange-correlation potential.

Consider the electronic Hamiltonian of many-electron system obtained within the Born-
Oppenheimer approximation expressed as

H = T + Vne + Vee (3.13)

where the first term represents the kinetic energy of electrons, the second term repre-
sents the Coulomb attraction between electrons and nuclei and the third term is for the
Coulomb repulsion among electrons. The second term in equation for N electrons and
M nuclei system can be written as

Vne =

N∑
j=1

M∑
n=1

Zn

|r j − Rn |
=

N∑
j=1

Vext (r j ) (3.14)

where

Vext (r j ) =

M∑
n=1

Zn

|r j − Rn |

is called the external potential on the jth electron due to M nuclei present in the system.
With this Hamiltonian, the ground state energy can be written as

E0 = 〈ψ0 |T|ψ0〉 + 〈ψ0 |Vne |ψ0〉 + 〈ψ0 |Vee |ψ0〉 = T + Vne + Vee (3.15)

where |ψ0〉 is the ground state wave function for N-electron system.
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First H-K Theorem

Hohenberg and Kohn presented two theorems that helps to shift the many-body prob-
lem in terms of the many body wave function to one in terms of the electronic density.
The first Hohenberg-Kohn theorem (Hohenberg & Kohn, 1964) states that the exter-
nal potential Vext (r) is a unique functional of electron density ρ(r). The ground-state
energy from Schrodinger equation is a unique functional of the electron density. ie,
electron density is the basic variable which uniquely determines the Hamiltonian oper-
ator characterizing the ground state system. So, this field is known as density functional
theory.

To show that the external potential Vext (r) is the unique functional of ρ(r), let us sup-
pose that a different Vext (r) also gives the same ground state charge density distribution
ρ(r) and the Hamiltonian whose potentials are given by Vext (r) and V ′ext (r) be Ĥ and
Ĥ′ with their eigenvalues and eigenfunctions as E0, E′0, ψ and ψ′ respectively. Then,
the variational principle for the ground state energy E0 yields,

E0 = 〈ψ |Ĥ′|ψ〉 < 〈ψ′|Ĥ |ψ′〉

= 〈ψ′|Ĥ′|ψ′〉 + 〈ψ′|Ĥ − Ĥ′|ψ′〉

= E′0 +

∫
ρ(r)[Vext (r) − V ′ext (r)]dr (3.16)

Analogously,

E′0 = 〈ψ′|Ĥ |ψ′〉 < 〈ψ |Ĥ′|ψ〉

= 〈ψ |Ĥ |ψ〉 + 〈ψ′|Ĥ′ − Ĥ |ψ′〉

= E0 +

∫
ρ(r)[V ′ext (r) − Vext (r)]dr (3.17)

Adding equations (3.16) and (3.17), we get absurd result as

E0 + E′0 < E0 + E′0 (3.18)

Thus there can’t be two different external potentials which implies Vext (r) is a unique
functional of ρ(r); since, Vext (r) fixes Ĥ . This is the first Hohenberg-Kohn theorem.

Second H-K Theorem

The second Hohenberg-Kohn theorem states that the fuctional F[ρ0], that gives the
ground state energy of the system, provides the lowest energy if and only if the initial
density is the true ground state density ρ0 i.e. for every trial density function ρ(r)
that satisfies

∫
ρ(r)dr = N and ρ(r) ≥ 0 and which is connected to external potential

Vext (r).
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For a given potential Vext (r), we define energy functional as

Ev[ρ(r)] =

∫
ρ(r)Vext (r)dr + FHK [ρ(r)] (3.19)

where

FHK [ρ(r)] = 〈ψ |(T + Vee) |ψ〉 = T[ρ(r)] + Vee[ρ(r)] (3.20)

is a universal functional, valid for any number of the particles and any external poten-
tial, [T ρ(r)] = 〈ψ |T|ψ〉 and Vee[ρ(r)] = 〈ψ |Vee |ψ〉 are the sum of the kinetic energy
functional and electron-electron interaction functional respectively. In the both cases,
|ψ〉 is the complete many-particle ground-state functional.

The explicit form of the functional FHK is not known as the explicit form of Vee[ρ(r)]
is not known. However, the electron-electron interaction Vee[ρ(r)] can split into two
parts as the sum of classical and non-classical terms.

Eee[ρ(r)] =
1
2

∫ ∫
ρ(r)ρ(r′)
|~r − ~r′|

dr + Encl[ρ(r)] (3.21)

where

J[ρ(r)] =
1
2

∫ ∫
ρ(r)ρ(r′)
|~r − ~r′|

dr

The first term represents the classical Coulomb part and the second part, Encl[ρ(r)],
is the non-classical contribution to the electron-electron interaction containing all the
effects of self-interaction, exchange and coulomb correlations. If the explicit form of
the functional FHK were known exactly, the ground state energy in a given external
potential can be determined as it requires merely the minimization of a functional of the
three-dimensional density function.

However, the explicit forms of the functional are not known, and Hohenberg-Kohn the-
orems do not provide a process to find these functional. The theme of this theorem is
that electron density contains all information required to study the ground state prop-
erties of system. A main step towards approaching these unknown functional has been
formulated by Kohn and Sham.

Kohn-Sham Approach

H-K theorems can be verified for any type of particle-particle interaction. It also holds
good for non-interacting system. Due to this, there exists a unique non-interacting sys-
tem that replicates a ground state density, known as KS system. Kohn and Sham ap-
proach descibes self-consistent equations for homogeneous mathematical model includ-
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ing exchange and correlation effects in HK theorems. It requires the idea of chemical
potential, of a homogeneous electron gas as a function of density. Kohn and Sham in
1965, introduced the concept of a non-interacting reference system made from the set
of orbitals, for which the expression for the Hamiltonian is given by

Ĥs = −
1
2

N∑
j=1

∇2
j +

N∑
j=1

Vs (r) (3.22)

where N is the number of non-interacting electrons in the reference system and Vs (r) is
a ‘local effective potential’. Since the exact wave functions of non-interacting electrons
for the non-degenerate states are Slater determinants, the ground state wave function of
the Hamiltonian operator can be written as

φs =
1
√

N!

������������

φ1(x1) φ2(x1) .. .. φN (x1)
φ1(x2) φ2(x2) .. .. φN (x2)
.. .. .. .. ..

φ1(xN ) φ2(xN ) .. .. φN (xN )

������������

(3.23)

The spin orbitals φ j’s are termed as Kohn-Sham orbitals and are given by

Fksφ j = ε jφ j (3.24)

where

Fks = −
1
2
∇2 + Vs (r)

is the one-electron Kohn-Sham operator and ε j’s are Kohn-Sham orbital energies unlike
the molecular orbital energies.

The artificial non-interacting reference system can be related to the real interacting sys-
tem with the selection of effective local potential Vs (r), making exact ground state elec-
tron density ρ0 of the reference system equals to the ground state electron density ρs (r)
of the real system i.e.

ρs (r) =

N∑
j=1

|φ j (r) |2 = ρ0(r) (3.25)

The kinetic energy of the non-interacting reference system with the same density as the
real interacting one can be obtained by the expression

Ts = −
1
2

N∑
j=1

〈φ j |∇
2 |φ j〉 (3.26)

The kinetic energy (Ts) of non-interacting system is not equal to the true kinetic energy
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(T) of the real interacting system and the difference can be accounted by thinking the
following separation of functional F[ρ(r)] as

FHK [ρ(r)] = Ts[ρ(r)] + J[ρ(r)] + Exc[ρ(r)] (3.27)

where Exc[ρ(r)] is the exchange-correlation energy functional which again can be writ-
ten in this way

Exc[ρ(r)] = (T[ρ(r)] − Ts[ρ(r)]) + (Vee[ρ(r)] − J[ρ(r)])

= Tc[ρ(r)] + Encl[ρ(r)] (3.28)

where Tc[ρ(r)] is the residual part of the true kinetic energy which is not covered by Ts

and Encl[ρ(r)] is the non-classical contribution to the electron-electron interaction. The
exchange-correlation energy functional Exc[ρ(r)] includes all the unknown terms; non-
classical effect of self interaction correction, exchange and correlation to the potential
energy of the system and a portion of kinetic energy. The energy expression of non-
interacting system contains only two terms: the kinetic energy (Ts) and the energy due
to the interaction with the external potential Vext (r). According to HK theorems, the
total energy must be a functional of electron density ρ(r). Hence, Ts is also a functional
of electron density ρ(r). Thus, the total energy of the reference system can be expressed
as

E[ρ] = Ts[ρ] +

∫
ρ(r)Vext (r)dr (3.29)

In terms of Kohn-Sham orbitals φ j , we have

E[φ∗j , φ j] = −
1
2

N∑
j=1

〈φ j |∇
2 |φ j〉 +

N∑
j=1

∫
|φ j (r) |2Vext (r)dr (3.30)

As the minimization of E[φ∗j , φ j] in above equation is conditional, we make the condi-
tional minimization to unconditional with the help of Langrange’s undetermined multi-
pliers method. Let’s define a functional G[φ∗j , φ j] as

G[φ∗j , φ j] = E[φ∗j , φ j] −
∑

j

ε j

∫
φ j (r)∗φ j (r)dr (3.31)

where φ∗j and φ j are treated as independent functional variables and ε j denote the Lan-
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grange’s multipliers. From above equations, we have

G[φ j∗, φ j] = −
1
2

N∑
j=1

∫
φ∗j (r)∇2φ j (r) +

N∑
i=1

∫
φ∗i (r)Vext (r)φi (r)dr

−
∑

j

ε j

∫
φ∗j (r)φ j (r)dr

=
∑

j

∫
φ∗j (r)

[
−

1
2
∇2 + Vext (r) − ε j

]
φ j (r) (3.32)

Taking the variation of G with respect of φ∗j and φi, we get

δG[φ∗j , φ j] =
∑

j

∫
δφ∗j (r)

[
−

1
2
∇2 + Vext (r) − ε j

]
φ j (r)dr

+
∑

j

∫
φ∗j (r)

[
−

1
2
∇2 + Vext (r) − ε j

]
δφ j (r)dr (3.33)

For the minimum value of G, we have δG =,
[
−

1
2
∇2 + Vext (r)

]
φi (r) = ε jφ j (r), j = 1,2, ...,N (3.34)

and its complex conjugate equation (60) represents the single-particle
Schröndinger equation for the non-interacting reference system.

Now, the energy expression for real interacting system can be written as

E[ρ(r)] = Ts[ρ(r)] + J[ρ(r)] + Exc[ρ(r)] + Vext[ρ(r)] (3.35)

or
[
−

1
2
∇2 + Vext +

δExc[ρ(r)]
δρ(r)

+

∫
ρ(r′)
|r − r′ |

dr
′

]
φ j = ε jφ j

or
[
−

1
2
∇2 + Ve f f (r)

]
φ j = ε jφ j , j = 1,2, . . . ,N (3.36)

where

Ve f f (r) = Vext (r) +
δExc[ρ(r)]
δρ(r)

+

∫
ρ(r′)
|r − r′|

dr
′

is the effective potential which depends on the density (i.e. one-electron orbitals) through
Coulomb term. The set of N-coupled equations given by above equation and their com-
plex conjugates are known as Kohn-Sham one-electron equations.

Then, we find that the effective potential Ve f f (r) is identical to the local potential Vs (r)
i.e.

Vs (r) = Ve f f (r) = Vext (r) + Vxc(r) +

∫
ρ(r′)
|r − r′ |

dr
′

(3.37)
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where Vxc(r) is the potential due to the exchange-correlation energy and is given by

Vxc(r) =
δExc

δρ
(3.38)

The exchange-correlation potential Vxc(r) is also known as the Kohn-Sham potential,
which in general, is a local potential. But for a real system, the exchange-correlation
potential has non local dependence on the density.

The local density approximation(LDA)/The generalized gradient approximation(GGA)

The case where the exchange-correlation energy functional Exc[ρ(r)] depends only on
the local value of the density ρ(r) for the slowly differing field but not on its gradients,
we use local density approximation. This approximation uses only the local density to
define the approximate exchange-correlation functional, so it is called the local density
approxi- mation (LDA). The LDA gives us a path to define the Kohn- Sham equations,
but the results from these equations do not exactly solve the true Schrodinger equation
because we are not using the true exchange-correlation functional.

We can write

ELDA
xc [ρ(r)] =

∫
ρ(r)Exc[ρ(r)]dr (3.39)

where Exc[ρ(r)] is the exchange and correlation energy per electron of hypothetical
uniform electron gas of density ρ(r). Exc[ρ(r)] can be separated as

Exc[ρ(r)] = Ex[ρ(r)] + Ec[ρ(r)] (3.40)

The exchange functional Ex[ρ(r)] which represents the exchange energy of an electron
in a uniform electron gas, also defined as

Ex[ρ(r)] = −
3
4

[ 3
π

] 1
3
[ρ(r)]

1
3 (3.41)

The best known class of functional after the LDA uses infor- mation about the local
electron density and the local gradient in the electron density; this approach defines a
generalized gradient approximation (GGA). We use GGA also for some cases when
the exchange-correlation energy functional Exc[ρ(r)] depends on density gradient. The
improvement on LSDA calculation has to be incorporated. One of the approach is to
take the gradients of the density into account in the exchange-correlation energy and
is known as the gradient corrected exchange-correlation functional. There are many
gradient corrected exchange-correlation functional.

The EXC in GGA can be written as;

EGGA
XC [n(r)] =

∫
f [n(r),∇n(r)]dr (3.42)
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The symbol ‘ f ’ is some functional of ‘n(r)’ and it’s gradient ‘∇n(r)’.

Similar to LDA, the exchange-correlation energy EGGA
XC of GGA approach contains ex-

change part (EGGA
X ) and correlation part (EGGA

C ). It can be expressed as;

EGGA
XC = EGGA

X + EGGA
C (3.43)

Different methods of construction for obtaining f [n(r),∇n(r)] (exchange correlation
functionals) are developed by a number of groups of authors. Some of the popular
functionals among them are proposed by Perdew and Wang (PW91), and by Perdew,
Burke and Ernzerhof (PBE) (Perdew & Zunger, 1981). Further, Becke’s formula for
the exchange part is combined with Perdew’s formula of correlation and also with the
correlation functional of Lee, Yang and Parr to give BP88 and BLYP type of GGA
functionals.

3.2 Density Functional Perturbation Theory (DFPT)

For the perturbed system, variation of energy and density around a fixed potential oc-
curs so we use density functional perturbation theory. Since many physical properties
are derivatives of the total energy, we calculate energy here with an aid of atomic dis-
placement. We will use DFPT for phonons calculations of some metallic compounds.
We use quantum espresso (Scandolo et al., 2005) software for DFT and DFPT based
calculations.
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CHAPTER 4

4. RESULTS AND DISCUSSION

In this chapter we present, discuss, and analyse the main findings of our work. Our work
describes first-principles study of interactions of Ni with another transitional element Al
in different environmental conditions. It consists of density functional theory level of
calculations to fulfil the objectives of the study. The findings of the present work will
cover the following topics.

1. Properties and applications of materials/alloys are strictly affected by stability and
geometrical structure of compounds. Here, we describe total energy of alloy as a
function of lattice parameter termed as energy minimization. Energy minimization
is the key for the determination of further calculations.

2. No materials are found in nature without interaction, so Ni interact with Al in differ-
ent way. It is relevant to determine whether it follows segregation or ordering nature
in molten state.

3. As electronic properties of materials control other related properties, we emphasize
in calculating structural and electronic properties in details.

4. Application for magnetic memory devices and related other applications limit the
magnetism of material. Magnetization along with important physical parameter:
magnetic moment is essential to test the quality of material in commercial market.
Spin polarized calculation will be done to get effective magnetization. Beside this,
To have a better understanding of the contributions of different orbitals, we will fo-
cus on PDOS. We add more in detail about propensity of Ni towards magnetism by
increasing its concentration in NiAl and NiGa both.

5. The practical application of materials are also determined by their thermal properties:
heat conduction, lattice vibration(phonons). In solids, there are atoms. Atoms in
solid materials vibrates constantly at high frequency and low amplitudes. Atomic
bonding also takes place in vibrations. For the mechanism of heat conduction in
solid, heat is transported by free electrons and phonons.
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6. Optical properties is also connected to electronic properties of compounds. So, it is
natural to study optical and related other properties to know in detail the probable
applications. To know the stability and other properties, it is required to deal of
further experimental as well as theoretical research on these compounds as proof.
Thus the present study will provide beneficial results regarding electronic, optical,
magnetic, vibrational properties of intermetallic compounds.

4.1 Structural and electronic properties of Nickel

Since the mechanical properties of NiAl are sensitive to stoichiometry, concentration
and lattice defects, it is obvious to to know the properties of individual element. Ni be-
longs to transition metal. The unit cell of nickel is a FCC with the lattice parameter of
0.352 nm (Hsu & Wang, 2004). The nickel atom has two electron configurations, [Ar]
3d8 4s2 and [Ar] 3d9 4s1, which are very close in energy. There is debate on which con-
figuration has the lowest energy (Scerri et al., 2007). Some study says that the electronic
configuration of Ni is [Ar] 4s2 3d8, which can also be written [Ar]3d8 4s2 (Meissler et
al., 1999). This configuration agrees with the Madelung energy ordering rule, which
predicts that 4s is filled before 3d. It is supported by the experimental fact that state
with the lowest energy of the nickel atom is a 3d8 4s2 energy level, specifically the 3d8

4s2. The energy with [Ar] 3d9 4s1 is less than the average energy with configuration
[Ar] 3d8 4s2. Therefore, it has been confirmed that the ground state configuration is
[Ar] 3d9 for Ni.

Figure 3: Unit cell of Ni

The total energy of Ni crystal is found to be -85.928 Ry with Fermi energy 14.25 eV. The
Fermi energy of metal is few eV. Nickel, as a metallic and magnetic material, electrons
fill up to higher level in comparison to Al metal. The bond length between Ni atoms is
about 2.65 Å, indicates the strong bonds to bind within crystal.
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Figure 4: Band structure of Ni

Figure 5: Density of states of Ni

To know the orbital contributions on TDOS, we have also investigated projected density
of states in nickel.
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Figure 6: Projected density of states of Ni

From calculations, Ni is found as a magnetic metal with magnetic moment of 0.89µB.
The origin of magnetic moment in nickel is due to its electronic configuration (1s2, 2s2

2p6 ,3s2 3p6 3d8,4s2 ). Only those magnetic substances which have unpaired electron(s)
in their atomic orbital gives magnetic moment. The d-orbital which has more fraction
of charge (86% in total), has created largest contributions to produce magnetic moment.
These nature of density of states just below Fermi level shows the higher chances of
magnetic fluctuations by changing the number of electrons (mainly d electron), however
the charges in other orbital have been changed due to up and down spin competitions.
The main contribution for the magnetic moment of this compound comes from Ni 3d
electrons while sp electrons have no significant role to display such magnetic moment.
Ni, a ferromagnetic material, when alloyed with Al, it is expected to observe synergistic
effect as a result we can tune the properties as we wish.

4.2 Structural and electronic properties of NiAl

Ni and Al atoms are covalently/metallic bonded to form Ni-Al structure as in 7. In a
body-centred cubic arrangement of atoms, the unit cell consists of eight atoms at the
corners of a cube and one atom at the body center of the cube. NiAl is a metallic alloy
which is available as bar, foil, sheet, shoot etc. (Neumann et al., 1976) and crystallises in
the primitive cubic CsCl structure with lattice constant 0.288 nm and SG Pm-3m. This
structure is also called inter-metallic ordered BCC B2 structure (Pearson et al., 1992),
explaining in terms of two cubic cells where Al atoms cover the cube corners one sub-
lattice and the Ni atoms stay the cube corners of another sub-lattice as in Figure 7.
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Figure 7: Unit cell and crystal structure of NiAl

For the band structure of NiAl, we used space group (SG) as 221(pm-3m) and optimized
lattice parameter is calculated using energy minimization process as in Figure (24) and
found the optimized lattice parameter as 2.87 Åwhich resembles with previously calcu-
lated theoretical results. The experimental value of lattice parameter is 2.887 Å. Our
optimized lattice parameter is 0.34% less than experimental value and 0.59% less than
theoretical value. All the further calculations are done by using the base of this value.

Figure 8: Energy Minimization in NiAl

NiAl is found to be bound system with binding energy of 0.36 eV. Electrons occupancy
in bound system is systematically studied through band structure calculations. The
band structure of NiAl is displayed in Figure 10. Conduction and valence bands are
significantly overlapped at the Fermi level showing the metallic behaviour of NiAl. One
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Figure 9: Energy Minimization in Ni3Al

band from valence band region crosses the Fermi level and bands are originated from
Γ-point. No gap at the Fermi level, represented by horizontal dotted line is seen. Since
the valance and conduction bands overlap significantly at the Fermi level, as a result,
both materials exhibit the metallic nature. Bands coincide for all K-values mentioned in
structures within the BZ mostly in Γ point after 48 symmetry operation. The Ni 3d and
Al 2p electrons are distributed over entire range of valence band. Light bands crossing
the Fermi level in the region of Γ-X direction in Ni3Al is steeper than that of NiAl which
confirms the more metallic character of Ni3Al.

Figure 10: Band structure of NiAl

29



Figure 11: Band structure of Ni3Al

The energy scale is relative to EF in units of eV. There are altogether 13 bands observed
in the bulk band structure of NiAl. The electron’s occupancy at different orbitals of the
atoms in NiAl alloy can be understood by studying the fatbands. It is seen that the 13
valence electron per unit cell which covers six-initial-state bands, with the seventh band
is partially occupied. The contributions of d orbitals (t2g and eg sub-orbitals) is shown
in Figure (13).

The electrons occupancy at different orbitals of the atoms in NiAl alloy can be under-
stood by studying the fatbands. It is seen that the 13 valence electron per unit cell
which fill six-initial-state bands, with the seventh band being partially occupied. The
contribution of s and p orbitals in the energy bands of NiAl is shown in Figure (2) and
contribution of d orbitals (t2g and eg suborbitals) is shown in Figure (13). Our findings
shows that free-electron like character of bands are mostly from Al sand Al p states.
These states are observed both at the bottom of the band and above the Fermi level. The
Ni d bands are pd mixing range lies between -1.55 eV to -4.32 eV. It is also observed
that Fermi level lying in the region of high t2g density of states.

From Figure (12), it is observed that, s and p orbitals have made less contributions in
the total energy band of NiAl than t2g sub-orbital of d orbital of NiAl.

From the Figures (13), we see that the most of the contributions in the total energy
band of NiAl comes from t2g sub-orbital of d orbital of NiAl alloy near the Fermi level
which indicates that filling of d bands supports in the present calculations. Our findings
shows that free-electron like character of bands are mostly from Al s and Al p states.
These states are observed at the bottom of the band and above the Fermi level. The Ni d
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Figure 12: Fatbands of s and p orbitals of NiAl alloy

Figure 13: Fatbands of t2g and eg orbitals of NiAl alloy

bands are pd mixing range in between -1.55 eV to -4.32 eV. From the Figure, it is also
observed that Fermi level lying in the region of high t2g density of states.
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4.3 Orbitals contributions in Ni3Al

Occupancy of electrons on s,p,d orbitals of the atoms in Ni3Al alloy can be investigated
by studying the fatbands. The contributions of s and p orbitals in the energy bands of
Ni3Al is shown in Figure (14) and contribution of d orbitals ( eg and t2g sub-orbitals) are
shown in Figure (15). From the figure, it is seen that s ans p orbitals of Al mostly found
at the lower part of the band and also above the Fermi energy. Nickel has made the
largest contributions to display magnetism in Ni-Al system, that shows the tendency of
Ni-based alloys toward the well performance in small magnetic memory devices. The
Ni d bands are mostly observed in pd mixing range (-0.43 eV to -3.01 eV). It is also seen
that eg d band mostly dominate to other bands near the Fermi level. From the Figures
14 & 15, we see that most of the contribution in the total energy band of Ni3Al comes
from eg suborbital of d orbital of Ni3Al alloy. The occupancies s, p or d of electrons
for the contribution of magnetic moments can be understood by DOS and PDOS plot
which are described more detail in the next section.

Figure 14: Fatbands of s and p orbitals of Ni3Al alloy
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Figure 15: Fatbands of t2g and eg orbitals of Ni3Al alloy

4.4 Density of States of NiAl

The calculated total density of states(TDOS) and Projected density of states(PDOS) of
NiAl are shown in Figures (16) and (17) respectively. It shows that the number of peaks
of Ni are less than Al. The bandwidth of Ni also found to be narrower than Al. This
is the indication of hybridization of Al-2p and Ni-3d. Though states of Ni is higher
than Al in up and down spins, there is strong competition between these spins resulting
effective magnetic moment zero and the system as a whole becomes non-magnetic in
nature. Our findings show that Ni has more fraction of charge in d-orbital. The major
contributions on the density of states for up and down states is due to d-orbitals of Ni.
The contributions of Al is due to s and p orbitals. Peaks in the density of states signifies
the large number of states with corresponding energy. From Figure 17, it is found that
the large peak is identified with Ni d band. The contribution of Al in the total DOS isn’t
significant. The difference in integrated up and down spins is found to be zero, which
resembles with DOS plot showing non-magnetic nature of NiAl.
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Figure 16: DOS of NiAl

Figure 17: Individual DOS contributions of Ni and Al in NiAl alloy
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4.5 Density of States of Ni3Al

The calculated TDOS and PDOS of Ni3Al in the present work is shown in Figures (18)
and (19) respectively. From these figures, we observed that width of Ni band is higher
than the width of Al. The peak of Ni also higher than Al. This is the indication of
strong Ni d and Al p hybridization. The difference in integrated up and down spins
up to the Fermi level gives the effective magnetic moments 0.52µB indicating that it
is ferromagnetic in nature. Density of states inform the large number of states at

Figure 18: Density of states of Ni3Al.

the corresponding energy and difference between integrated up and down spins gives
the magnetization of the system. Most of the contributions for magnetism is due to d
electrons of Ni in Ni3Al. The TDOS and PDOS of the present work as shown in Figure
(20) matches with the work of (El Fatmi & Ghazouani, 2011) using pseudo-potential
plane-wave (pp-pw) method. The DOS at the Fermi level from the present work is found
to be 12.4 states/eV-cell, which is ≈ 3% deviated to experimental value 11 states/eV-
cell (Hsu & Wang, 2004). Further, the magnetic moment of the Ni3Al from the present
study is about 2% higher(0.44 µB) than the value reported in (Zhu et al., 1998).
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Figure 19: Individual DOS contributions of Ni and Al in Ni3Al alloy

Figure 20: The calculated TDOS and PDOS for Ni3Al, Fermi level is marked by vertical dotted line and
set at zero energy.
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4.6 Vibrational properties of NiAl

The study of lattice vibration is important for understanding how energy is absorbed in
solids. Electronic term and lattice term both contribute to give effective specific heat in
metallic alloys,

C = αT + βT3

The study of phonon or lattice vibration helps to explain different phenomena like
specific heat of solid, superconductivity, transmission of sound etc. Higher-frequency
phonons are responsible for rising the thermal capacity/specific heat capacity of solids.
The vibrational properties of NiAl is calculated using the first-principles density func-
tional perturbation theory. Phonon anomalies, originated from phonon dispersion curve
is shown in Figures 21 and 22.

Figure 21: Phonon dispersion relation in NiAl at zero pressure

Figure 22: Phonon dispersion relation in Ni3Al at zero pressure

From Figures 21 and 22, three optical and three acoustic modes are observed in NiAl
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in which optical branches gets uniformly changed in frequency. Modes are originated
from electronic band as in Figure 2 as phonon bands arising from Γ -points in each
part. The energy gap between acoustic and optical branches of NiAl is found to be
52.4 cm−1(1.56 THz), which is close to previously reported values (Huang et al., 2004;
Mostoller et al., 1989). The gap is actually the gap between phonon branches of Ni and
Al atoms. Acoustic modes are due to vibration of heavier(in atomic wt.) nickel atoms,
observed at 254.4 cm−1 and optic modes are provided by vibration of aluminium atoms,
at 202.0 cm−1. Damping of phonon in both cases dominates at high wave vector (q) in
acoustic mode. Similarly, phonon modes in Ni3Al are observed, which in different than
that from NiAl. Optical branches gets more uniformly shifted in frequency in Ni3Al
than in NiAl. Optical phonons have a non-zero frequency at the center of Brillouin zone
and show no dispersion near that long wavelength limit. Four atoms/cell of Ni3Al has
created 12 phonon dispersion curves. The position of low frequency branch close to 4.5
Thz is intriguing. No dip is found below zero level which suggests that NiAl is ther-
modynamically stable at low pressure and temperature. The lower dip in longitudional
branch justifies the stability of pair potential as our other theoretical work (Yadav et al.,
2016) on NiAl melt at 1873 K. Oscillation are observed to be prominent in longitudional
mode(LM) than transverse mode (TM). There is notable peak at R point of frequency
≈ 292 cm−1 in Ni3Al, which is not seen in NiAl. Unlike Ni3Al, NiAl contains many
specific features. TA mode deviates in NiAl linearly beginning from one-third of Γ-R
region.

4.7 Structural Properties of NiGa

We have also studied the properties of closely related compound NiGa to know the role
of nickel in the composite system. The atomic structure of NiGa and Ni3 Ga compounds
resemble to the CsCl and Cu3Au structures type with equilibrium lattice parameters
2.89 Åand 3.58 Årespectively. The initial unit cell structures of these compounds are
made with reference to the experimental data as in Figure 24.
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Figure 23: Crystal structures of NiGa

Figure 24: Crystal structures of Ni3Ga

In nature, system tends to have minimum potential for stability. Energy minimization for
NiGa is carried out by varying lattice parameter as in Figure 25. The lattice parameter
corresponds to minimum energy is taken to achieve energetically stable structure.
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Figure 25: Energy versus lattice parameter(a) of NiGa alloy

The calculated lattice parameters for NiGa and Ni3Ga are about 1% smaller than experi-
mental value. To know the electron occupancy in energy level, electronic band structure
is calculated using the same lattice parameter obtained by energy minimization.

For the visualisation of the wave vector-dependence of energy states, we need to go
through a way of electronic band structure calculations along with possible electronic
transitions. As LMTO-ASA works at 0 K, we are concentrated to study the electronic
bands and electronic density of states of the system at the same environment. The
coulomb interaction between Ni and Ga core and electrons while bringing together splits
the energy levels and forms band as displayed in Figure 26. Looking into band struc-
tures, valance and conduction bands overlap significantly at the Fermi level, as a result,
both materials exhibit the metallic nature. Bands coincide for all K-values mentioned
in structures within the Brillouin zone, mostly in Γ point after 48 symmetry operations.
Light bands crossing the Fermi level in the region of Γ-X direction in Ni3Ga is steeper
than that of NiGa which confirms the more metallic character of Ni3Ga as suggested in
previous work. Greater the overlapping of bands mean the stronger the interactions of
electrons and hence the bands structure becomes wider in Ni3Ga than that in NiGa.

4.8 Fat-band Structure

Fat bands calculations have been performed to know the contributions of different or-
bitals in these transition metal alloys.

From Figures 27, 28, 29 and 30, it is seen that eg band dominates to remaining oth-
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Figure 26: E(k) dispersion relation of NiGa along the major symmetry lines in the Brillouin zone

Figure 27: Fat-band structure showing s orbital contribution in NiGa along the high symmetry directions
in the Brillouin zone
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Figure 28: Fat-band structures showing p orbital contribution in NiGa along the high symmetry directions
in the Brillouin zone

ers near Fermi level and s and p electrons tend to have much wider bands with potential
implication for the mobility of electrons, which again helps to study the thermal conduc-
tivity of metallic alloys. This eg band is highly responsible to make it metallic because
of having highest contributions in the total energy band structure. In addition, s and p
orbitals of gallium are mostly found at the bottom of band and above the Fermi level.

Similar trends of orbitals contributions are observed in Ni3Ga as displayed in Figures
31,32, 33 and 34.

Similarly d-orbitals contribution on band structure is displayed below figures.

eg band dominates near Fermi level and s and p electrons tend to have much wider
bands with potential implication for the mobility of electrons. This eg band is highly
responsible to make it metallic because of having largest contributions in the total energy
band structure. Besides, s and p orbitals of gallium are mostly found at the bottom of
band and above the Fermi level.

From bands plot of NiGa and Ni3Ga, it is observed that the light bands crossing the
Fermi level in the region of Γ-X direction in Ni3Ga is steeper than that of NiGa showing
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Figure 29: Fat-band structure showing t2g orbital contribution in NiGa along the high symmetry direc-
tions in the Brillouin zone

the more metallic character of Ni3Ga as suggested in previous work. Greater the over-
lapping of bands mean the stronger the interactions of electrons and hence the bands
structure becomes wider in Ni3Ga than that in NiGa.

4.9 Magnetization in Ni-Ga

Magnetism of materials is the specific property. It is related to density of states. Mag-
netism is the property of magnetic substances which shows attraction or repulsion nature
when an external magnet is brought near to it. Since all matter somehow responds to
magnetic field, it is useful to introduce a definition of the concept magnetic materials.
Magnetic materials can be classified by how their magnetic dipoles are oriented relative
to each other; parallel, anti-parallel or not at all. Since the electronic band structure
tells the information about the bands along high symmetry directions(wave vector) and
transition probability depends on how many states available in initial and final ener-
gies, we need density of states calculations across the entire BZ, not only the particular
directions. The electron density of states is a key parameter for the determination of
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Figure 30: Fat-band structure showing eg orbital contribution in NiGa along the high symmetry direc-
tions in the Brillouin zone

the physical phenomena of solids. The beauty of nickel is measured by making higher
concentration in NiGa.

Table 2: value of charges in s, p, d orbital in NiGa .

Species s p d Total
Ga 0.530e 0.700e 0.169e 1.399e
Ni 0.298e 0.377e 4.480e 5.155e

Our findings show that nickel has higher amount of charges in d-orbital. The major
contributions on the density of states for up and down states is due to d-orbitals of Ni.
The contributions of Ga is due to s and p orbitals. Peaks in the density of states rep-
resent the large number of states at the corresponding energy. In Ni3Ga, three main
peaks 11.6 states/eV with energy 0.89 eV, 11.2 states/eV with energy -0.68 eV and 10.4
states/eV with energy -0.60 eV are observed. Two principal peaks 3.9 states/eV with
energy -1.69 eV and 3.85 states/eV with energy 1.91 eV are clearly seen in NiGa. Sharp
peak near Fermi level is the significance of localized d orbital and the case is positive
spin polarised. These nature of DOS just below Fermi level shows the higher chances
of magnetic fluctuations by changing the number of electrons. The electronic transi-
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Figure 31: Fat-band structure showing s orbital contribution in Ni3Ga along the high symmetry directions
in the Brillouin zone

tions between Ni d bands hybridized with Ga sp characteristics are responsible for these
peaks. The mechanical strength of materials are due to their strength of atomic bond-
ing. The propensity towards magnetism can be described here in reference to density of
states plot. Low density of states near the Fermi level signifies the strong bonding be-
tween Ni and Ga in NiGa and strong overlap of s, p and d orbitals and the DOS closer to
EF in the valence band contains contribution from eg up spin state. Since the electronic
DOS at the Fermi level for Ni3Ga are higher than that for NiGa, contribution to the
thermal expansion coefficient for Ni3Ga are larger than NiGa. However, at low T (0 K),
it can be less significant. The results of DOS for Ni3Ga (ie. higher concentration of Ni)
indicates that both phases are different in nature. The magnetic moment of Ni3Ga cor-
responding to minimum energy is found to be 0.58µB/cell, which is 21% less than the
value estimated in previous theoretical work (Aguago et al., 2004). The magnetization
is dominated by nickel which is the beauty of Ni. The main contribution for the mag-
netic moment of this compound comes from Ni-3d electrons while sp electrons have no
role to display the magnetic moment. Strong competition between up DOS channel and
down DOS channel in NiGa results zero magnetic moment and the system as a whole

45



Figure 32: Fat-band structure showing p orbital contribution in Ni3Ga along the high symmetry direc-
tions in the Brillouin zone

becomes non-magnetic in nature.

To have a better understanding of the contributions of different orbitals and different
constituent of compounds, PDOS are calculated. The density of states can be resolved
into its partial components according to different orbital of different atoms. The shape
of DOS versus energy is determined by an overlap of orbitals as in Figures 38 and 39.

From the analysis of total and projected density of states, it has been found that a sharp
bonding(anti-bonding) peaks is located in the region near -3.1 eV (1.4 eV) inNi3 Ga.
The contribution of Ga appear again very less, as observed in NiGa. Low density of
states at E F suggest the bonding capability of Ni3 Ga. The projected DOS of Ga is
broader than that of Ni and also the number of Ga peaks is more than that of Ni suggest
the hybridization of Ni-3d and Ga-2p with pd mixing range (-3.1 eV to 0.03 eV). This
kind of pd-hybridization also tells the mechanical stability of inter-metallic compound
Ni3 Ga. The shoulder closer to Fermi level is related to d electron interaction of Ni
and Ga. The largest contributions to DOS is given by d electrons because of higher
concentration(high number ie. 9 per atoms). The ions a bit changes in total energy so
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Figure 33: Fat-band structure showing t2g orbital contribution in Ni3Ga along the high symmetry direc-
tions in the Brillouin zone

magnetic fluctuation takes a main role to deviate magnetic moment. The addition of
Ni concentration has contributed to make the system magnetised. The charge density
increases with increasing Ni content.

The Ni d electrons are localized and basically take part in magnetism. Ni ions are in
high spin level in NiGa so contributions to minority spin channel from 3d electrons are
less significant. The pivotal role for the number of electron comes from the down spin
electrons of Ni-3d. In NiGa, The d bands lie approximately 1.5 eV below the Fermi
level, density of states at the Fermi level is low, illustrating the d-band filling of the
alloy. In contrast, band structure of Ni3Ga has the Fermi level lying in the region of d
density of states. The magnetic moment of NiGa varies with energy as in Figure 40.

4.10 Spin fluctuation in Ni3Al and Ni3Ga

The study of fluctuations in spin affect the magnetization of system as a result it mag-
netic moment varies. The magnetization of the systems Ni3Al and Ni3Ga are checked
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Figure 34: Fat-band structure showing eg orbital contribution in Ni3Ga along the high symmetry direc-
tions in the Brillouin zone

with energy. The value of magnetic moment is observed corresponding to minimum en-
ergy. There is no fluctuation in in up down spin observed in Ni3Al. There is very small
change in energy to cover the magnetic moment values ranging from 0.51 µB to 0.55µB

Spin fluctuation in Ni3Al is weaker than in Ni3Ga. Spin fluctuates in Ni3Ga frequently
even in very small energy range.

We have summarized the value of estimated lattice parameter (a), calculated magnetic
moment (µB), experimental magnetic moment value and density of states n(EF) of dif-
ferent materials studied.

Table 3: Value of estimated lattice parameter (a), calculated magnetic moment (µB), experimental mag-
netic moment value and density of states n(EF ) of different materials

Material Structure a (nm) Experimental µB calculated µB n(EF)
NiAl B2 0.287 0.00 0.00 3.7
Ni3Al L12 0.357 0.22 0.54 11.5
NiGa B2 0.230 0.00 0.00 3.8
Ni3Ga L12 0.381 0.00 0.58 12.8
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Figure 35: Band structures of Ni3 Ga

Figure 36: DOS of NiGa
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Figure 37: DOS of Ni3Ga

Figure 38: PDOS of NiGa

4.11 Charge Density

The charge density distribution gives more information about the interaction between
same and different species. Interaction energy is also dependent on their bond length50



Figure 39: PDOS of Ni3 Ga

Figure 40: Energy versus magnetic moment of NiGa
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Figure 41: Spin fluctuation in Ni3Al and Ni3Ga

and charge.

The charge density distribution gives more information about the interaction between
same and different species. Interaction energy is also dependent on their bond length
and charge. The calculated Ni-Ni and Ni-Ga bond length for Ni3Ga is the same 2.53 Å.
More fraction of charges are accumulated near Nickel atom as in fig. 42. The charge
population in species Ni and Ga are 0.314e, 0.376e, 4.452e and 0.539e, 0.662e, 0.168e,
correspond to s, p and d orbitals charges in Ni3Ga crystal respectively. Since the pauling
electronegativity of nickel is 1.91 and that of gallium is 1.81, filled Ni d band may reflect
that electrons transfer from Ga to Ni. There is no charge in the interestrial region nearest
Al. Most of charge is shifted towards Ni atom means charge is increased at the centre of
crystal. There is increase in charges in d orbital upon going from Ni to NiGa to Ni3Ga,
which is ensured by d band filling as well as charge density plot as in Figure 43. Charge
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Figure 42: Contours of electron density of NiGa on [100] plane

Figure 43: Contours of electron density of Ni3Ga on [100] plane

is increased at the centre of crystal. The contours of increased electronic charge density
can be seen at the centre indicated by maroon color and decreased charge density in
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interestrial region represented by yellow color.

4.12 Mixing Behaviour of Ni-Al

Studying the properties of alloys in liquid state provides some unique information that
can be used to improve the processing and qualities of materials in the solid state. Noble
properties of Ni-Al alloy have attracted the most modern consent of the researches to
predict the thermodynamic, structural and transport properties of Ni-Al liquid alloys.
Concentration fluctuation limit is studied at different concentration. It is found that the
Ni-Al liquid alloy at 1873 K is ordering in nature. Thus there is no de-mixing in the
solid state. All the interaction energy parameters of regular associated solution model
are found to be negative. The negative value of interaction parameter indicates that
the atoms of Ni and Al are attracted towards each other in the liquid state whereas the
negative value indicates that the atoms of Ni and Al are attracted towards the complex
Ni3Al in the liquid state. Free energy of mixing versus contration of nickel is shown in
Figure 44.

Figure 44: Free energy of mixing versus concentration of nickel at 1873 K

Although the alloys have largely uses in solid state, they are in general formed from the
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liquid state. The liquid state is eventually a disordered state having only short range
interactions in the nearest neighbourhood. The negative values of the ordering energy
parametersω = kBT andωAB = kBT indicate that the NiAl melt is ordered in the liquid
state. But the positive values of ωAA =kBT represents that there is weak interaction
among the Ni atoms in the liquid state. These model parameters are then used to find the
theoretical values of the free energy of mixing from regular associated solution model
and from quasi-lattice model.Thus, regular associated solution model better explains
the free energy of mixing of the Ni-Al liquid alloy than that by quasi-lattice model. The
minimum values of GM =RT are high negative (theoretical and experimental both) in the
liquid state near the melting temperature. The Ni- Al liquid alloy at 1873 K is thus found
to be highly interacting system. As this minimum value lies at equal concentration, this
system is symmetric in the liquid state.

Figure 45: Heat energy of mixing versus concentration of nickel
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Figure 46: Entropy of mixing versus concentration of nickel

Temperature-dependent parameters of both models are found to have positive values.
The enthalpy of mixing has high negative values, which tells that the bonding among
the complex and the atoms is stronger. Values of entropy of mixing are found to be
positive at CN i=0.1, which means alloy is less ordered at this composition whereas the
computed value of entropy of mixing from quasi-lattice model is found to be slight
negative at CN i=0.1, which suggests that the alloy is more ordered at this composition.
These values obtained from both of the models are found to be negative at all other
compositions, suggesting that the alloy is ordered at these compositions, which is in
accordance with the experimental values. The theoretical values predicted by regular
associated solution model are more close to the experimental values than that obtained
by quasi-lattice model. The theoretical investigations thus shows that regular associated
solution model is more appropriate in explaining the thermodynamics of the Ni-Al alloy
at 1873 K than that of quasi-lattice model.
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Figure 47: Concentration fluctuation in long wavelength limit versus concentration of nickel in 1873 K
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Figure 48: Short-range order parameter versus concentration of nickel at 1873 K

Ni-Al liquid alloy at 1873 K is ordered. Thus there is no de-mixing in the solid state.
Since the liquid state is a disordered state having only short-range interactions in the
nearest neighbourhood, the microscopic structural properties thus can be done by esti-
mating Warren-Cowely short-range order parameter α whose values lie between -1 and
+1 at equiatomic composition. Its minimum value is -1 , which indicates that there is
complete ordering nature of the liquid alloy. The maximum possible value is 1, which
indicates the complete segregating nature of the liquid alloy. Zero value of short-range
order parameter indicates the random distribution of Ni and Al in this system.
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Figure 49: Viscosity of NiAl with different concentrations of nickel

Viscosity changes with concentration of Ni. Viscous property of NiAl confirms that
Ni-Al is non-ideal system.

4.13 Optical properties of NiAl

Optical properties of materials is essential to know not only the unfilled and filled band
also the character of band. Optical properties like atomic polarisation and dielectric con-
stant depend on refractive index of materials which can be calculated from the knowl-
edge of band structure. Transition from unfilled to filled bands in band structure at high
symmetry points in the BZ is considered to observe optical spectra (King-Smith et al.,
1992).

Dielectric function of a material is described in terms of complex

ε (ω) = ε1(ω) + iε2(ω)

On the basis of electronic structure, the dielectric function of NiGa is calculated as
displayed in Figure 50.

59



Figure 50: The calculated real and imaginary part of dielectric function as a function of photon energy
for NiAl and its electronic band structure

The linear response of alloy to electro-magnetic(EM) radiation can be explained by
dielectric function. The optical properties can be studied with the help of dielectric
function ε (ω) = ε1(ω) + iε2(ω). The are two contributions of ε (ω), basically, intra
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and interband transitions. The contribution to ε (ω) fron intraband is important only for
metals. The interband transition is again divided in to direct and indirect transition. The
contribution of direct inter-band transition to imaginary part of dielectric function comes
from possible transition between occupied and unoccupied states for k-points over BZ
and real part is described by Kramers-Kroing relation (Fox, 2001). Imaginary part of the
dielectric function is seen to be a measure of energy absorption in a system as in Figure
50. This imaginary part of the dielectric function tells the plasmon density excitations
in NiGa as well as loss of energy of propagation of light in the matter so it is positive as
in Figure 50. But, real part has negative value indicating the role towards the stability of
NiAl. A calculation of the real and imaginary part of the dielectric constant is performed
in the energy range 0-13.5 eV. These types of calculations are useful for the quantitative
determination of the electronic band structure of solids. Principal peaks originated in
dielectric functions is from interband transitions. It is also related to electronic band
structure in the sense that intra-band transition occurs in the energy range (−5 eV to
5 eV) at R point and again dielectric function contributed from both real and imaginary
part occurs upto 10.5 eV). Real and imaginary parts combine to set amplitudes which
does not depend on frequency. Broad peaks at ≈ 2.5 eV and 6 eV are caused number
of band-band transitions.These transitions are due to free electrons of metallic alloy. It
then falls slowly with increasing energy and reaches up to second peak ≈ 6 eV and again
decreases gradually.

Figure 51: Reflectivity of NiAl
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Reflectivity of material changes with photon energy and higher reflection with reflection
coefficient 0.6 occurs around 10 eV as in Figure 51. As optical properties of metals,
alloys are related to high reflectivity and low transmission, the maximum number of free
electrons near the Fermi level in NiGa as in Figure 51 are the basic cause to increase its
reflectivity.

Figure 52: Refractive index of NiAl

The static refractive index is found to be 4.0 at 2.4 eV. That kind of change in refractive
index is the cause of change in dielectric function. The nature of refractive index versus
energy plot is found to be reverse nature of reflection as the total amount of light is the
divided into transmitted, reflected and refracted parts. This type of curve helps to know
the application of NiAl in specific purpose.

4.14 Stability of alkaline-earth metal fluorides

Two know the importance of other metals, we have also studied stability of alkaline-
earth fluorides, generally known for their intrinsic optical properties and are well char-
acterized with importance of CaF2 as an ideal material for the detection of β-particle,
MgF2 in multilayer optical coating, SrF as a candidate for ultracold molecular struc-
ture for buffer gas cooling and BaF2 for infra-red spectroscopy. Recently numerous
computational work on bending effect of fluorides have been done however, study was
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constrained to some symmetries and did not address the unsolved issue of bending po-
tential. Systematic study of molecules gives the fundamental understanding on struc-
tural variation going from atoms to clusters. This is what we intended to do meaningful
comparisons in four alkaline earth fluoride molecules namely MgF2, CaF2, SrF2 and
BaF2 in regards to their structural and electronic properties along with nature of bond-
ing of constituent atoms in a molecule. The DFT based B3LYP approach was chosen
as a computational method due to reliability to calculate the geometries and vibrational
properties of molecules containing heavy metals. Structural properties of Alkaline Earth
Fluoride molecules MgF2, CaF2, SrF2 and BaF2 were carried out systematically on the
basis of density functional theory with B3LYP approach using Gaussian 03 code. The
basis set LanL2DZ were used for alkaline earth metal and 6-31G* and 6-311+6** were
used for fluorine atoms with convergence criterion for the force of 0.02 eV/Å. We are in-
terested to look configuration; linear Vs. bent configuration for these fluoride molecules
and also to calculate the total energy, binding energy, bond length, bond angle, fre-
quency and dipole moment. In order to know the ground state configurations of MF2

with M=Mg, Ca, Sr and Ba, systematic study was performed which consisted several
possible configurations to get energetically favourable one.

4.15 Structural Properties

Figure 53: Diagram of geometry of CaF2 considered to find minimum energy configuration(left) and its
relaxed structure(right)

The ground state properties of all studied monomers in F-M-F linear and F-M-F bent
configurations are summarized in Table 4.

Similarly, the ground state properties of MF2 (M=Mg, Ca, Sr, Ba) in both M-F-F linear
and bent configurations are presented in Table 5.

No dipole moment is observed in both linear and bent F-M-F configurations as M(M=Ca,
Mg) share electrons equally to fluorine. But, bent F-M-F configurations of SrF2 and
BaF2 molecules display small dipole interaction resulting to produce dipole moment of
1.34 D and 0.98 D respectively. Mg-F distance gets increased by 0.02 Åin the relaxed
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Table 4: The ground state properties of MF2 (M=Mg, Ca, Sr, Ba): total energy, optimum bond
length(rM−F ) and angle in both F-M-F linear and bent configurations

Monomer F-M-F Basis Set E(eV) r(Å) ]
MgF2 Linear 6-31G* -5458.9345 1.72 180

Linear 6-311+G* -5461.6219 1.76 180
Bent 6-31G* -5458.9345 1.72 180
Bent 6-311+G* -5461.6219 1.76 180

CaF2 Linear 6-31G* -6429.4999 2.06 180
Linear 6-311+G* -6433.3618 2.13 180
Bent 6-31G* -6429.4999 2.06 180
Bent 6-311+G* -6433.3618 2.13 180

SrF2 Linear 6-31G* -6262.3796 2.20 180
Linear 6-311+G* -6266.7515 2.28 180
Bent 6-31G* -6262.3801 2.20 172
Bent 6-311+G* -6433.3618 2.28 172.2

BaF2 Linear 6-31G* -6120.1723 2.33 180
Linear 6-311+G* -6124.0029 2.44 180
Bent 6-31G* -6120.1723 2.33 172
Bent 6-311+G* -6125.003 2.44 174.7

Table 5: The ground state properties of MF2 (M=Mg, Ca, Sr, Ba): total energy, optimum bond
length(rM−F,F−F ) and angle in both M-F-F linear and bent configurations

MF MFF Basis E(eV) r(Å);MF,FF ]
MgF2 Linear 6-31G* -5452.4338 1.74,2.00 180

Linear 6-311+G* -5455.2101 1.78,2.08 180
Bent 6-31G* -5458.9345 1.74,2.00 169.8
Bent 6-311+G* -5461.6219 1.78,2.08 168.7

CaF2 Linear 6-31G* -6424.4142 2.08,1.977 180
Linear 6-311+G* -6427.7661 2.117,2.135 180
Bent 6-31G* -6424.4250 2.08, 1.977 166.5
Bent 6-311+G* -6427.7791 2.117,2.135 164.4

SrF2 Linear 6-31G* -6257.8592 2.224,1.94 180
Linear 6-311+G* -6261.3842 2.244,2.181 180
Bent 6-31G* -6257.8702 2.224,1.95 165.3
Bent 6-311+G* -6261.4071 2.240,2.218 162.3

BaF2 Linear 6-31G* -6115.9334 2.357,1.992 180
Linear 6-311+G* -6119.8731 2.349,6.10 180
Bent 6-31G* -6115.9466 2.357,1.992 163.5
Bent 6-311+G* -6120.1860 2.36,9.012 168.7

structure of linear F-F-M than that of F-M-F. As the separation of charge increases,
dipole moments of 7.96 D, 8.84 D, 8.90 D and 9.62 D are produced in MgF2, CaF2,
SrF2 and BaF2 respectively.
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Stability of monomeric MF2 (M=Mg, Ca, Sr, Ba) are examined by calculating their
binding energies with optimum bond length, as presented in Table 6.

Table 6: Binding energy of monomeric MF2 (M=Mg, Ca, Sr, Ba) calculated using 6-31G* basis set

Monomer Configuration BE(eV) r(Å) ]
MgF2 Linear F-M-F -7.85 1.72 180

Bent F-M-F -7.85 1.72 180
Linear F-F-M -1.36 - 180
Bent F-F-M -1.36 - 169.8

CaF2 Linear F-M-F -5.99 2.06 180
Bent F-M-F -5.99 2.06 180

Linear F-F-M -0.91 - 180
Bent F-F-M -0.93 - 166.5

SrF2 Linear F-M-F -5.49 2.06 180
Bent F-M-F -5.49 2.20 172

Linear F-F-M -0.97 - 180
Bent F-F-M -1.0 - 165.3

BaF2 Linear F-M-F -5.30 2.33 180
Bent F-M-F -5.30 2.33 180

Linear F-F-M -1.03 - 180
Bent F-F-M -0.83 - 163.5

For the MF2 monomer, the ground state configuration is linear F-M-F configuration with
optimum M-F bond length of 1.72 Å, 2.06 Å, 2.2 Åand 2.33 Åfor MgF2, CaF2, SrF2 and
BaF2 and respectively. Our predicted bond lenth of linearized CaF2 after optimization
is 2.06 Åwhich is equally close to previous both experimental result 2.10 Åtheoreti-
cally predicted value 2.011 Å. The results after testing possible bent geometries, the
monomers of SrF2 and BaF2 are found to be bent, while CaF2 shows linearity. Our
work predicts MgF2 to be linear. From table 1, It is clear that the total energy are in the
order of CaF2 < SrF2 < BaF2 < MgF2, showing higher energy of CaF2 than rest other.
But, in contrast, bond length are in the order of MgF2 < CaF2 < SrF2 < BaF2. En-
ergy, bond length and Mulliken charges are same in case of linear fluorene F-M-F and
bent fluorine F-M-Fconfiguration for the same basis set. Energy, bond length, mulliken
charges and bond angle are not exactly same in between relaxed configuration of lin-
ear M-F-F and bent M-F-F. M-F-F linear and bent both configurations are significantly
higher ( 5 eV-6 eV) in energy than that of F-M-F configuration. The increase in M-F
bond length going from MgF2 to CaF2 to SrF2 to BaF2 can be attributed to increase the
size of cation. As in increase in basicity of cation, Mullikens charge is increased going
from MgF2 to BaF2, suggesting that there is presence of shorter and stronger bond in
MgF2 than rest other depending on the size of alkaline earth metal.
Magnesium is higly bound to fluorine molecule with binding energy -7.85 eV in both
linear and bent-FMF configurations that confirm more stability of MgF2 than rest oth-
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ers. Binding energy decreases in going from MgF2 to CaF2 to SrF2 to BaF2. Less
binding energy found in FFM configuration is due to interaction of two fluoride atoms
with higher optimum F-F bond length of 2.0 Å(eg. MgF2) and Mg-F distance (1.74 Å)
greater than 1.72 Å(bond length of MgF2 in F-M-F). Rest other monomers follow the
similar behaviour (Lamichhane & Adhikari, 2017).

4.16 Single Point Energy Calculations in Metal Fluorides

We went through the single point calculations to know the energy profile varying bent
angle. Energy is calculated at their fixed bent geometries as displayed in fig 54.

Figure 54: Energy versus bent angle in MgF2

From the analysis of Figure 54, 55, 56 and 57, no expected variation is seen. How-
ever, higher energy difference ≈1 eV in MgF2 and CaF2, ≈0.5 eV in SrF2 and BaF2

are obtained by varying bent angle from 90o to 180o. The energy, therefore, differ by
(0.1 eV-0.44 eV) as the molecules bent by 10o. Our results strongly suggest the more
genuinely bending capability of SrF2 and BaF2 than MgF2 and CaF2.

Metals Pt and Pd is used for the hydrogen gas storage in the presence of two dimensional
material graphene. The inner cores for carbon, palladium and platinum are replaced by
the corresponding pseudopotentials. The plane wave basis set with the kinetic energy
cut-off of 35 Ry is used for the expansion of the ground state electronic wave function.
The plane waves are chosen to have a periodicity compatible with the periodic boundary
conditions of the simulating cell. The supercell dimensions are kept fixed during the
relaxation. We have used our calculated value of the lattice constant obtained from the
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Figure 55: Energy versus bent angle in CaF2

Figure 56: Energy versus bent angle in SrF2

convergence test.

The adatom graphene system is modeled using single adatom in the 2×2, 3×3, and 4×4
supercells of graphene containing 8, 18 and 32 number of carbon atoms. In this work,
the adsorption of Pt/Pd on graphene is performed on three different sites of high symme-
try : the top (T) site directly above the carbon atom, the hollow (H) site at the center of
hexagon, and the bridge (B) at the midpoint of C-C bond (fig.58). For each adsorption
site for the adatom-graphene system, the adatom is relaxed along the z-direction and the
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Figure 57: Energy versus bent angle in BaF2

Figure 58: Schematic representation of the three most symmetric adsorption sites: Hollow(H), Bridge(B)
and Top(T) on graphene

C atoms on graphene in all x, y, and z directions. To estimate the adsorption energy of
Pd/Pt adatoms, the calculations for the isolated adatom, graphene and adatom-graphene
system are performed with the same-sized supercell of graphene. In order to obtain
the optimized geometry the system was fully relaxed until the total energy change is
less than 10−4 Ry between two consecutive scf steps and force acting is less than 10−3

Ry/Bohr. For the self-consistent total energy calculations the brillioun zone of graphene
is sampled in k-space using the Monkhorst-Pack scheme with a appropriate number of
mesh of k-points. The calculation using different size of supercell approximates the in-
teraction of isolated adatom with graphene. In order to avoid the interaction between the
adatoms on adjacent supercells, vaccum length of supercell was made large enough i.e.
20 Åalong z- axis. The density of states of pure graphene and Pd/Pt-adsorbed graphene
are calculated for 3×3 supercell of graphene using 5×5 × 1 mesh.

The first-principles calculations are performed to study the adsorption of hydrogen
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molecule on single platinum/palladium decorated 3×3 supercell of graphene. At first,
we optimized H2 molecule which gives the bond length of 0.75 Åbetween two hy-
drogen atom which is nearly equal to its experimental value, 0.74 Å. The hydrogen
molecule is placed within the graphene supercell(height 20 Å) which is very large in
comparison to the bond length of H2 molecule which ensures that there is no interac-
tion between two hydrogen molecules of two adjacent supercells within that separation.
Platinum/Palladium binds hydrogen moecule with B.E. 0.116eV and 0.437eV, greater
than binding energy for hydrogen molecule on intrinsic graphene (0.068eV-0.075eV).
This range of binding energy is comparable with the previous study (0.053-0.072)eV,
performed by Young (Young et al., 1984), we interested to adsorb upto eight numbers
of hydrogen molecule/s on Pt/Pd decorated graphene to get desirable binding energy,
surface area and density to enhance the catalytic performance and hydrogen storage
capacity.

In the present work, we study the adsorption of individual Pt and Pd atoms on different
symmetry sites of 2×2, 3×3, and 4×4 supercells of pure graphene. Further, we extend
our work to study the adsorption of hydrogen molecules on pure graphene and Pd/Pt-
adsorbed graphene.

4.17 Binding of adatoms on graphene

4.17.1 A. Binding energy and geometry

The Binding energy of adatom on graphene, (∆E) is defined as,

∆E = Eadatom + EG − EG+adatom (4.1)

where, EG+adatom is the total energy of the adatom and graphene system, EG is the
energy of pure graphene sheet and Eadatom is the energy of an isolated adatom. These
energies are calculated using the same size of hexagonal supercell of graphene. Out
of the three adsorption sites (H, B, T) considered, the site with the highest adsorption
energy is reffered to as the favoured site for adsorption.

The adsorption geometry is obtained from the positions of the atoms after relaxation.
The adatom height (h) is defined as the difference in z coordinates of adatom and the
average of the z coordinates of the carbon atoms in the graphene layer. We have also
caculated the distance (dAc) between the adatom and its nearest carbon atom. The ad-
sorption of adatom on graphene produced significant distortion which is quantified by
computing the maximum deviation in the z direction of the C atoms in the graphene
layer from the average of their positions. The distortion of the graphene layer upon the
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adsorption is also calculated in terms of change in dihedral angles. Here, we report the
adsorption of single adatom on monolayer graphene containing 8,18 and 32 numbers of
carbon atoms. The energetic properties including binding energy and structural proper-
ties including adatom height, nearest carbon distance from adatom and distortion in the
graphene plane for the hollow (H), bridge (B), and Top (T) sites of adatom adsorbed on
2 × 2, 3 × 3, and 4 × 4 supercell of graphene are summarized in table (7).

Table 7: Structural and energetic properties of Pd adsorption on high symmetric sites of 2× 2, 3× 3, and
4× 4 supercell of graphene containing 8, 18, and 32 number of carbon atoms. The properties listed in the
table are binding energy (∆E), adatom height from graphene plane (h (Å)), adatom-carbon distance (dAC

(Å)), and distortion in the graphene plane (dGC (Å)).

Adatom size of graphene Site of binding Energy Height of Pd atom Distance of nearest distortion
supercell adsorption (eV) from graphene plane (Å) carbon atom (Å) (Å)

H 0.828 2.01 2.46 0.023
2 × 2 B 1.114 2.15 2.10 0.063

T 1.112 2.15 2.10 0.047

H 1.173 1.99 2.44 0.018
Pd 3 × 3 B 1.426 2.15 2.18 0.093

T 1.414 2.15 2.09 0.068

H 1.162 2.00 2.44 0.031
4 × 4 B 1.433 2.19 2.10 1.030

T 1.421 2.19 2.09 0.086

Table 8: Structural and energetic properties of Pt adsorption on high symmetric sites of 2 × 2, 3 × 3, and
4× 4 supercell of graphene containing 8, 18, and 32 number of carbon atoms. The properties listed in the
table are binding energy (∆E), adatom height from graphene plane (h (Å)), adatom-carbon distance (dAC

(Å)), and distortion in the graphene plane (dGC (Å)).

Adatom size of graphene Site of binding Energy Height of Pt atom Distance of nearest distortion
supercell adsorption (eV) from graphene plane (Å) carbon atom (Å) (Å)

H 1.087 2.12 2.48 0.09
2 × 2 B 1.175 2.09 2.12 0.11

T 1.083 2.13 2.55 0.09

H 1.305 1.95 2.41 0.02
Pt 3 × 3 B 2.022 2.15 2.10 0.17

T 1.905 2.16 2.03 0.01

H 1.317 1.95 2.40 0.03
4 × 4 B 2.048 2.20 2.10 0.22

T 1.917 2.20 2.03 0.16

The table (7 and 8) clearly show that the adsorption of palladium and Platinum atoms on
different sites of pure graphene sheet is feasible. The adsorption energy of both atoms is
found to increase with increasing the size of the graphene sheet. The adsorption energy
of atoms are maximum for bridge site for all supercell of graphene in comparison to the
other symmetric sites. So, it can be concluded that bridge site is the most favourable site
for adsorption. There is small increment in the binding energy of adatoms for 4×4 super-
cell of graphene in comparison to 3×3 supercell suggesting that the adsorption of Pd/Pt
adatoms on graphene sheet with 18 or more number of carbon atoms is almost equally
stable. Our calculated highest B.E.(B-site) of Pd with 4×4 supercell graphene is found
to be 1.43eV. Palladium and platinum on graphite are used for catalytic hydrogenation
and dehydrogenation reactions on organic chemistry and in petroleum cracking. When
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the metal is distributed over the finely divided carbon, the surface area is larger and the
catalyst becomes more reactive. Due to two dimensional structure, graphene is suitable
to give more surface area to metallic nature. So, the feasibility of the adsorption of Pd
and Pt on graphene shows the great promise for the enhanced catalytic behavior. The
distortion in the raphene plane due to the adsorption of adatom is also calculated and
the maximum distortion is observed at the bridge site for both Pt and Pd. The adsorp-
tion of palladium atom on bridge site of graphene involves the hybridization of adatom
d-orbitals with the orbitals of graphene. This hybridization between the adatom and the
graphene changes some of the graphene sp2-like orbital character to a more covalently
reactive sp3-like character. Due to this reason, significant distortion of 0.13 Åin the
graphene plane (4×4 supercell) is observed. But such significant distortion is not seen
in case of Pt-adsorped graphene table (8). The pure graphene sheet has bond length of
1.42 Åbetween two carbon atoms, bond angle of 120o made by carbon atoms and dihe-
dral angle of 0o. Deformation takes place after the adsorption of Pd atom on graphene.
The maximum change in bond length of 0.02 Å, bond angle of about 0.8o and dihedral
angle of 6.50o are observed for the adsorption of Pd atom on bridge site of 4×4 supercell
of graphene. In case of Pt, The maximum change in bond length of 0.02 Å, bond angle
of about 0.9o and dihedral angle of 12.07o are observed on bridge site of 3×3 supercell
of graphene.

4.17.2 B. Electronic structures

We have also computed the electronic density of states (DOS) and band structures of
pure graphene and adatom graphene system. The Kohn-Sham DOS is computed for
adatoms adsorbed on the favourable bridge site of the 3×3 supercell of graphene using
15×15×1 Γ-centered Brillouin zone-sampling. The spin up and spin down calculations
of pure graphene are plotted taking Fermi energy as reference as in Figure (59). At the
Dirac point, where DOS is nearly equal to zero, is clearly visible. The Dirac point is at
the Fermi level, indicating that the valence and conduction band meet at the Fermi level
with zero band gap. The density of states for spin up and spin down are same which
shows the non magnetic nature of pure graphene.

Fig (60) is the plot of DOS for Pd and Pt adatom graphene. The DOS is plotted with
Fermi level as reference. From Figure (60), it is seen that Fermi level of graphene again
appears to remain at Dirac points, where DOS is nearly equal to zero. Near the Fermi
level the DOS of adatom graphene system has been modified after the adsorption. In
case of Pd adsorbed graphene system, the 4d orbitals of Pd atom strongly hybridize with
the graphene states. These states lie below the Fermi level. Due to the strong hybridiza-
tion of 4d orbital on graphene large peak in DOS appeared 1.5 eV below the Fermi
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Figure 59: Plot of density of states for pure graphene. Solid line with dark shadow on line represents the
DOS of up spin and dotted line with light shadow on line represents DOS of down spin.
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Figure 60: Plot of density of states for Pt(left) and Pd(right) absorbed graphene. Solid line represents the
DOS of up spin and dotted line represents DOS of down spin.
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Figure 61: Plot of partial density of states(PDOS) for spin up and spin down of s, p, and d-orbital of
Palladium adsorbed graphene.

level. Similarly, Pd 5s peak lies about 0.9 eV above the Fermi level and is unoccupied.
The contribution of different orbital of Pd atom in the DOS plot of Pd adatom system is
shown in fig (61) and the contribution of different orbital of Pt atom in the DOS of Pt
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Figure 62: Plot of partial density of states(PDOS) for spin up and spin down of s, p, and d-orbital of
platinum adsorbed on graphene.

adatom system is shown in fig (62). Since Pt has unfilled 5d shell, 5d orbital hybridize
with graphene states when Pt is adsorped on B-site of graphene. The Pt 6s peak lies
about 0.3eV above EF . The Fermi level of graphene appear to remain at Diract point.
Two main 5d peaks lie approximately at 0.8eV and 1.4eV below the Fermi level whereas
2P states are found mostly above EF . DOS at -6.5eV is unaltered by adatom adsorption
but near the Fermi level density of states are strongly modified. The DOS plot for spin
up and down is exactly same which indicates that the adatom-graphene system is non
magnetic in nature. Further. we have plotted the band structure of graphene along the
path K −Γ−M −K in a irreducible brillouin zone. The band structure of pure graphene
is shown in Figure (63) which exhibits unique feature like a point-like Fermi surface
and overlapping of bands but meet at a point known as Dirac point.

After the adsorption of Pd on graphene, gap of 0.045eV between conduction (π∗ ) and
valence (π) band are observed. The interaction of the adatom with π and π∗ states of
the carbon atoms breaks the symmetry of graphene and band gap occurs at the Fermi
level. The Fermi level of pure graphene is at -2.351eV whereas Fermi level shifts to
-1.585eV after the adsorption of palladium atom. It shows that Fermi level gets shifted
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Figure 63: Band structure of the 3 ÃŮ 3 supercell of pure graphene along K − Γ − M − K path of the
irreducible brillouin zone.

up by 0.766 eV. New bands starting from Pt and bands of graphene has modified the
band structure of Pt-graphene system as a result metallicity of graphene is decreased
with the band gap of 0.61eV at the Fermi energy.

4.17.3 C. Charge transfer

Charge transfer is an important feature of adatom-graphene interaction in which electron
transfers between the adatom and graphene. In this section we discuss about the charge
transfer during adsorption of adatoms on bridge site of 3× 3 supercell of graphene. The
study of charge transfer is important to know the bonding of adatom and the graphene.
Charge transfer is the most sensible in case of ionic bonding. But in covalent bonding,
there is sharing of charge in the bond between adsorbate and substrate. In such case
charge transfer becomes less relevant. Although it is an ambiguous quantity and diffi-
cult to determine accurately, we have calculated the charge transfer by integrating the
electron density in the adatom and graphene system. At first, an adatom graphene sys-
tem is relaxed for optimization. With the help of optimized coordinates of the atoms, the
charge density for pure graphene layer, isolated adatom, and adatom graphene system
is calculated. Then we define the charge-density difference as

∆ρ(r) = ρAG (r) − ρA(r) − ρG (r) (4.2)

Where ρAG (r) is the charge density of the adatom-graphene system. The charge density
of an isolated adatom, (ρA(r)) and graphene, (ρG (r)) are calculated with the adatom and
graphene separately in the same positions of the supercell as done in adatom-graphene
calculations. The charge-density difference quantifies the redistribution of electronic
charge due to the adatom-graphene interaction. By knowing the charge density dif-
ference as a function of z coordinate along the height of supercell and the area of the
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Figure 64: Band structures of the Pd and Pt adsorbed graphene along K−Γ−M−K path of the irreducible
brillouin zone.

supercell, charge transfer can be calculated. This gives linear charge density difference
as a function of position.

Figure (65) shows the planar averaged linear charge density difference as a function
of z, position along the height of supercell, for Pd on B-site of graphene. The posi-
tion of planar graphene sheet is at z = 0 Bohr. Increase in electron density near the
position of graphene sheet and decrease of electron density near adatom illustrates the
transfer of electron from adatom to graphene. To calculate the charge transfer using the
linear charge density, the region of the space belonging to graphene or adatom must
be specified. For this purpose we adopt the definition used in the previous work. An
adsorbate-substrate cutoff distance Rcut is defined as the distance from the graphene
plane to the point between the plane and the adatom at which charge accumulation
changes to charge depletion for electron transfer from the adatom to the graphene. In
the Figure (65) the region with z < Rcut is assigned to the substrate, and the region
with z > Rcut is assigned to the adatom. The charge transfer is obtained by the integral
of linear charge density difference in the substrate region. The value of charge transfer
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Figure 65: Planar averaged electron charge difference for Pd on graphene at B site as a function of
position in the z direction.

Figure 66: Planar averaged electron charge difference for Pt on graphene at B site as a function of
position in the z direction. The vertical line at z = 0 represents the position of graphene sheet and line at
z = 5.32 Bohrs indicate Rcut . The integration between the region z = 0 and z = 5.32 Bohrs gives total
charge transfer.

from Pd to graphene is found to be 0.093e, where e is electronic charge, comparing to
previously reported value, 0.17e. And the value of charge transfer from Pt to graphene
is found to be 0.18e. Higher value of charge transfer of Pt is expected to affect the
electronic structure and therefore the performance of catalytic activities of the system.
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4.18 Adsorption of hydrogen molecule/s on adatom adsorbed graphene

We have also performed the first-principles calculations to study the adsorption of hy-
drogen molecule in the Pd and Pt decorated graphene system. The system is modeled
by the adsorption of hydrogen molecules on a single Pd and Pt decorated 3×3 supercell
of graphene. The adsorption is carried out for maximum eight number of H2 molecules.
The binding energy of H2 molecule (∆ E) is calculated using the formula,

B.E.(∆E) = EG+adatom + E(H2) − EG+adatom+H2 (4.3)

Where EG+adatom+H2 is the energy of the system containing graphene, adatom and H2

molecules, EG+adatom is the energy of the Pd or Pt-graphene system and E(H2) is the
energy of the H2 molecule. Furthermore, binding energy/H2 molecule is calculated as,

B.E/H2 molecule = ∆E
N , where N denotes the number of the hydrogen molecules.

Figures (67) and (68)represent the optimized structures for the adsorption of hydrogen
molecules on pd and Pt decorated graphene system. These figures show that two hydro-
gen molecules dissociate into atomic hydrogen and a complex, due to interaction with
adatom. Most of the H2 molecules in larger systems seem to be attracted by long-range
dispersion forces. The total energy, binding energy of hydrogen molecules and binding
energy per H2 molecule, for the adsorption of H2 molecules in Pd and Pt decorated
graphene are presented in the separate tables (9) and (10).
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Figure 67: Optimized geometry for the adsorption of the H2 molecules in the Pd-decorated graphene
system.

The variation of the binding energy per H2 molecule with the total number of H2

molecules adsorbed on Platinum and Palladium decorated graphene is shown in Figure
69. Table (9) represents the observed value of energy of total system, binding energy
of H2 molecules and binding energy per H2 molecule. From the table (9), it is clearly
seen that the observed values of binding energy per H2 molecule is in decreasing order
with increasing the number of hydrogen molecules adsorbed in system. The maximum
binding energy for H2 molecule is 0.946 eV when single hydrogen molecule is adsorbed
in Pd-graphene system. The binding energy per hydrogen molecule for the adsorption
of one to eight number of H2 molecules is in the range (0.94-0.15)eV. When single hy-
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Figure 68: Optimized geometry for the adsorption of the H2 molecules in the Pt-decorated graphene
system.

drogen molecule is adsorbed in Pt-graphene system, the maximum binding energy for
H2 molecule is found to be 1.84eV. The binding energy per hydrogen molecule for the
adsorption of one to eight number of H2 molecules is in the range (1.84 -0.13). Our
calculated binding energy per hydrogen molecule meet the U.S. DoE proposed goal as
(0.2eV-0.7eV). The binding energy per hydrogen molecule curve for the Pt-adsorption
with H2 molecules is steeper than that of Pd adsorped graphene. It means Pt binds with
H2 molecules less uniformly than Pd on graphene. The main purpose of the adsorption
of hydrogen molecule on graphene is for the gas storage. The binding energy of H2

molecule in pure graphene is low (0.06-0.07)eV, whereas its value is increased signifi-
cantly in case of Pt/Pd- decorated graphene. It clearly shows that the hydrogen molecule
is more stable in Pd/Pt-decorated graphene than pure graphene. The hydrogen storage
capacity of single Pd/Pt decorated graphene for the adsorption of 8 H2 molecules are
4.72 wt % and 3.74% per substrate respectively, comparing to US DoE target (more
than 6 wt %), for the practical applications. The estimated results display the poten-
tial application of Pt and Pd-decorated graphene as hydrogen gas storage material. In
summary, we studied the structural and electronic properties of pure graphene and pal-
ladium/platinum adsorped graphene. From the analysis of estimated values of binding
energies of Pd and Pt atoms, the bridge site is energetically favourable for their adsorp-
tion on graphene. The adsorption of adatoms on the bridge site of the graphene changes
some of the graphene sp2 like orbital character to a more covalently reactive sp3 like
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Figure 69: Variation of binding energy per H2 molecule with the number of hydrogen molecule adsorbed
in platinum and palladium adsorbed graphene.

character which is accounted by calculating the deformation on graphene sheet. From
the analysis of the adsorption energy, we can say that Pd and Pt-adsorbed graphene
can be used as a catalyst. Due to the adsorption of adatoms on graphene small gaps
of 0.045eV for Pd and 0.61eV for Pt are observed in between two bands which can be
accounted for the breaking of symmetry of the graphene We have also studied the ad-
sorption of the hydrogen molecules on Pt and Pd decorated graphene in order to investi-
gate the hydrogen storage capacity of the Pt and Pd-decorated graphene. The adsorption
energy per H2 molecule for the adsorption of one to eight number of carbon atoms on
Pd decorated graphene is within ( 0.946 - 0.152 )eV and that of Pt decorated graphene is
within (1.847-0.134 )eV. The hydrogen storage capacity of single Pd and Pt decorated
graphene for the adsorption of 8 H2 molecules are 4.72 wt % and 3.72 %. These results
are progessive towards one of the US DoE criteria (more than 6 wt %) for the practical
applications (Lamichhane et al., 2014). It shows that Pd and Pt decorated graphene has
the potential applications as a hydrogen storage material. However the long term stabil-
ity of materials and devices with affordable cost are still need to overcome the current
limitations in practice.
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Table 9: The ground state energy of the Pd-H2-graphene system, binding energy of H2 on the Pd-H2-
graphene system, and binding energy per H2 molecules respectively.

Number of H2 Binding energy Binding energy per H2
molecules (eV) molecule (eV)

1 0.946 0.946
2 1.202 0.601
3 1.234 0.411
4 1.304 0.326
5 1.345 0.269
6 1.480 0.247
7 1.068 0.152
8 1.654 0.206

Table 10: The ground state energy of the Pt-H2-graphene system, binding energy of H2 on the Pt-H2-
graphene system, and binding energy per H2 molecules respectively.

Number of H2 Binding energy Binding energy per H2
molecules (eV) molecule (eV)

1 0.415 1.847
2 1.914 0.957
3 1.957 0.652
4 1.937 0.484
5 1.985 0.397
6 2.076 0.346
7 1.137 0.162
8 0.904 0.134
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CHAPTER 5

5. CONCLUSIONS AND RECOMMENDATIONS

The electronic and magnetic properties, and also its related vibrational and optical prop-
erties of NiAl, Ni3Al, and closely related compound Ni-Ga have been studied by the
first-principles calculations. Alloys of transition element Ni and post-transition element
Al have been considered to see their stability, nature of interactions, alloys formation,
electronic structures, and more importantly for the expansion of knowledge and to ex-
plore its technical applications. We have observed the electronic structures, structural
properties, magnetic properties, vibrational characters, optical properties, charge den-
sity distribution of constituents in NiAl binary alloy. The band structures show that the
valence and conduction bands are overlapped with each other indicating that both NiGa
and Ni3Ga are metallic in nature. The formation of 13 numbers of bands in NiAl/NiGa
and 31 numbers of bands in Ni3Al/Ni3Ga confirm the more metallic nature of the com-
pound Ni3Al/Ni3Ga than NiAl/NiGa. Hybridization with pd mixing range (-3.1 eV to
0.03 eV) shape the mechanical strength of inter-metallic compound Ni3Ga. The under-
standing of mechanical and magnetic properties of materials strongly depend on their
structural and electronic properties. Furthermore, most of the bands are occupied with
d-orbitals below the Fermi level as expected. Above Fermi level, bands are occupied
mostly with s and p orbitals. We also studied the density of states of all the systems.
Furthermore, we have calculated the fat band structure of NiAl and Ni3Al. We observed
that below Fermi level, most of the bands are occupied with d-orbitals as expected.
Above Fermi level, we see that the bands are occupied mostly with s and p orbitals. We
also studied the density of states of all the systems. The magnetic moment of NiAl is
found to be zero i.e non-magnetic and magnetic moment of Ni3Al is found to be 0.52µB

i.e. ferromagnetic in nature.

The magnetization of the systems Ni3Al and Ni3Ga are checked with its self consis-
tent energy at different consecutive steps. The value of magnetic moment is observed
corresponding to minimum energy. There is no fluctuation in up down spin observed
in Ni3Al. There is very small change in energy to cover the magnetic moment values
ranging from 0.51 µB to 0.55µB. Spin fluctuation in Ni3Al is weaker than in Ni3Ga.
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Spin fluctuates in Ni3Ga frequently even in very small energy range that has made it
different from NiAl.

The magnetic moment of NiGa is found to be zero i.e non-magnetic and magnetic mo-
ment of Ni3Ga is 0.58µB i.e. ferromagnetic in nature. The nickel is magnetic while
NiGa is non-magnetic, Ni3Ga is, however, observed to be weak ferromagnet which sug-
gest that nickel has made the largest contributions to display magnetism that shows the
tendency of Ni-based alloys toward the well performance in small magnetic memory
devices. Optical properties are analysed through the calculated dielectric function and
refractive index. The maximum number of free electrons near Fermi level are responsi-
ble to change reflectivity in NiAl. From the calculation of phonon dispersion relations,
three optic and three acoustic branches are observed in NiAl where which optic branches
gets slightly and uniformly shifted in frequency and acoustic have linear dispersion at
low q. Modes are originated from electronic bands resulting to mode gap of 1.56 THz
in NiAl and reduces the gap while increasing nickel content. NiAl is observed to be sta-
ble at low pressure, agrees with experiment. We recommend that this kind of research
is essential for the country full of natural resources like Nepal. In addition, this work
can be extended to study MD simulation as well as adsorption of Ni on 2D materials to
know the defect of effect of Nickel.
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CHAPTER 6

6. SUMMARY

Electronic and magnetic properties of Ni-Al have studied using first-principles tech-
nique. Besides, additional properties like vibrational and optical are studied to under-
stand the electronic properties in detail. The nickel is magnetic while NiAl is non-
magnetic, Ni3Al is, however, observed to be weak ferromagnet which suggest that
nickel has made the largest contributions to display magnetism in Ni-Al system, that
shows the tendency of Ni-based alloys toward the well performance in small magnetic
memory devices. The value of magnetic moment of NiAl and Ni3Al obtained in the
present work agrees with previous studies. NiAl melt at 1873 K is found to be order-
ing in nature which can’t support the de-mixing in the solid state. The understanding
of mechanical and magnetic properties of materials strongly depend on their structural
and electronic properties. Optical properties are investigated through the calculated di-
electric function and refractive index. The understanding of mechanical, optical and
magnetic properties of materials strongly depend on their structural stability and elec-
tronic properties. Alloy made of transition element Ni and post-transition element Al
have been found to be stable at equal concentration after the investigation on its nature
of interactions, electronic structures. Thus, studied materials and alloys are found to be
useful for the expansion of knowledge and to explore technological applications of such
metallic alloys. NiAl and Ni3Al can overcome the limitation seen in pure metal in terms
of strength. More extensive investigation on Ni-based alloys is essential to make it more
as a functional materials. Alloying has been observed to be pivotal role to overcome the
limitation seen in single material.
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Abstract 

We have performed density functional theory based first-principles calculations to 
study the stability, geometrical structures and electronic properties of pure 3×3 
supercell of MoS2, 4×4 supercell of graphene, graphene-MoS2  bilayer hetero-
system,  F2, Cl2, Br2 and I2 molecules on hetero-system within the DFT- D2 level of 
approximations. The preferable site and adsorption energy of halogen molecules are 
studied. The most stable geometries are considered to study their electronic band 
structure, Density of states and magnetic properties with reference to individual 2D 
components, graphene and MoS2 .  

1. Introduction

The strongest, thinnest and most stretchable material arranged in honeycomb lattice of thick sheet of 
sp2-bonded carbon atoms termed as graphene is at focus of many research works worldwide due to its 
peculiar properties like observable quantum Hall effect at room temperature and existence of two-
dimensional gas of massless Dirac fermions [1-5]. These nobel properties of graphene with its 
applications in the areas of spintronics, hydrogen storage, sensing [6-9] have attracted the most modern 
consent of researchers to predict other desirable properties.  

On complementary to graphene, MoS2 belonging to 2D transition metaldichalcogenide, well known as 
band gap semiconductor is becoming most studied material in the last 5 years [10-12]. MoS2 is a 
layered transition metal dichalcogenide semiconductor with an indirect band gap in which Mo and S 
atoms are stacked together to give S-Mo-S sandwiches coordinated in a triangular prismatic 
arrangement [13]. In recent time, MoS2 is attracting the attention of many researchers as it is 
excessively available in the form of a natural mineral, molybednite [14]. MoS2  monolayer is widely 
used to produce transistors [15], integrated logic circuits, signal amplifiers [16], photodetectors and 
flexible optoelectronic devices. It is a promising material with highly potential applications in solar 
cells [17], photocatalysts, signal amplifiers and lubrication [18]. However, its properties are limited by 
band gap. The graphene-MoS2  bilayer hetero-structure as shown in figure [1] offers the excellent 
mechanical flexibility, electronic properties, optical transparency, photoconductivity and favorable 
transport properties [19].  



Although the graphene-MoS2 hetero-structure is used to study the adsorption of different metals on 
nano-scale channels [20], it has not been tested for the ability of heterostructure with reactive non-
metals. Previous work for the adsorption of halogens on graphene layers opens very small gap (3-75 
meV, highest in fluorine). Since MoS2  is band gap material, we are interested to test halogens on 
graphene-MoS2 bilayer to obtain high band gaps and particularly the role of fluorine to change the 
electronic structure. From both scientific and technological point of view, investigation of halogen 
adsorption on semiconducting surface is very important as halogen and its compounds are widely used 
in the etching technologies. To make comparison for the interaction of halogens and semiconductor 
surface is of prime importance. In this work, we consider adsorption of diatomic halogen molecules on 
graphene-MoS2  bilayer hetero-system.  

The remaining part of the paper is organized in the following way. In Sec. II, we discuss the 
computational details and the systems under our study. Sec. III gives a brief description of results of 
adsorption of F2, Cl2 , Br2 and I2 molecules on graphene-MoS2  bilayer hetero-system. Here, we present 
the analysis of adsorption sites, binding energies, band structures and density of states. The last 
conclusion section summarizes the major findings and possible extensions of the ongoing research. 

Figure 1: 3×3 supercell of MoS2 Monolayer and 4×4 super cell of graphene to form a MoS2 -graphene 
bilayer hetero-system, (a) Top-view and (b) Side-view respectively  
. 

2. Computational Details

In the present work, we have incorporated Density Functional Theory (DFT) [21, 22] implemented in 
the Quantum Espresso (QE) [23] code to study the geometrical and structural properties of 3×3 
supercell of MoS2 , 4×4 supercell of graphene, graphene-MoS2 bilayer hetero-structure and halogen 
molecules adsorbed graphene- MoS2 bilayer hetero-structure. The Perdew-Burke-Ernzerhof (PBE) 
form of generalized gradient approximation (GGA) [24] with van Der Waals interaction via Grimme’s 
model [25, 26] is used to treat inter electron interaction. The bfgs algorithm with Rappe-Rabe-Kaxiras-
Joannopoulos (RRKJ) model of ultrasoft pseudopotential is used to account the interaction between the 
ion cores and valence electrons. The unit cell is optimized with respect to lattice parameter ‘a’, kinetic 
energy cut-off (Ecut) for plane wave and the number of k-points along x- and y-axes respectively. Based 
on these convergence tests, we obtained the lattice constant ‘a’ for the unit cell of MoS2 as 3.176  ̊ A 
which agrees with the previous results [13, 14].  
For the 3×3 supercell of MoS2 the lattice constant is three times that of the unit cell. Further, the plot of 
the total energy verses the number of k-points reveals that the energy of the unit cell of monolayer 
MoS2 is almost constant after n kx equal to 10. Hence a mesh of 10×10×1 k-points, in case of unit cell, 

The association of two materials with their distinct electronic properties is believed to drag the desired  
properties in practical applications. Moreover, the adsorption of foreign atoms on hetrostructure is one  
of the promising approach to modify and exploit unwanted properties of any constituent. Combination 
of two materials standing for a brand new family with halogen, commonly known as reactive non metal 
and highly electronegative elements of periodic table is highly expected to start new direction towards 
mate-rials science research.Heterostructure may bee important to study the properties beyond the 
capacities of constituents as well as to eliminate the negative properties and drag desirable one. 
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could be used for the Brillouin-zone integration. The mesh was reduced to 4×4×1 for 3×3 as per 
relations of direct and reciprocal lattice geometries, which helps to minimize the computational cost. A 
plane wave basis set with energy cut-off values of 476 eV (35 Ry) for the wave-function and 4760 eV 
(350 Ry ) for the charge density is used for the expansion of the ground state electronic wave functions.  

3. Results and Discussion

3.1  Adsorption of halogen molecules on Graphene-MoS2 bilayer hetero-structure: 

The MoS2/graphene heterostructures is made using 3 × 3 supercell of MoS2 and 4 × 4 supercell of 
graphene by considering the lattice mismatch. There are two possibilities for the construction of the 
heterostructures accounting the difference in lattice parameters between 18.006 Bohrs of MoS 2 and 
18.600 Bohrs of graphene. If lattice constant of MoS2  is used (i.e MoS2  is taken reference and 
graphene is modelled on it), there will be compressive strain of 3.3 % on graphene sheet. If lattice 
constant of graphene is used i.e graphene as reference and MoS2  is modelled on it, there will be 3.2 % 
tensile strain to MoS2 . In this study, Both cases are taken with the different stacking and configurations 
to find the minimum energy state for the calculations of the electronic structurs of the heterostructures. 
Vaccum length is made greater than 20  ̊ A along z- axis to avoid the interactions between the adjacent 
supercells. We have considered six different occupation sites of high symmetry : the hollow site, at the 
center of hexagonal plane of MoS2  , top of molybdenum atom (Mo-Top), top of sulphur atom (S-Top) 
from MoS2 side and hollow site at the center of hexagon of graphene (C-Hollow), bridge between two 
carbon atoms (C-Bridge) and top of carbon atom (C-Top) from graphene side as shown in figure [2]. 
The adsorbates (halogens) were kept in two different orientations before optimization, viz. Parallel and 
Perpendicular to the graphene and MoS 2 sheets. Reverse to the order of bond dissociation energy in 
halogen molecules (Cl2 >Br2 >F2 >I2 ), the B.E. of halogens on MoS2  sheet is found in the order Cl2 

<Br 2 <F2 <I 2 . The reason is obvious, the halogen molecule with the stronger intra-atomic bonding 
gain its inert state and becomes less reactive towards MoS2 monolayer.  

Figure 2: Different possible adsorption sites for the adsorption of halogen molecules on graphene-MoS2

bilayer hetero-structure.  

The binding energy (adsorption energy) of a halogen molecule on graphene-MoS2 bilayer hetero-
system is calculated by using the relation  
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∆E = Ehal + Egraphene− MoS2 − E hal−graphene− MoS2 (1) 

where Ehal is ground state energy of a fully relaxed halogen molecule, Egraphene−MoS2 is the ground state 
energy of graphene-MoS2 bilayer hetero-structure and E hal−graphene− MoS2 is the ground state energy of 
halogen adsorbed graphene-MoS2 bilayer hetero-structure. The positive binding energy reflects the 
stability of the system. The total energy of a halogen molecule adsorbed graphene- MoS2 bilayer 
hetero-structure is calculated in 3×3 supercell of MoS2 and 4×4 supercell of graphene. Out of the six 
adsorption sites, the site with the largest binding energy  is indicated as the most favourable site for 
adsorption of the halogen molecule. The different parameters obtained from our calcula-tions are 
shown in tables below.  

Table 1: Table for Binding Energy (E), perpendicular distance of centre of adsorbed molecule from 
sulphur plane of MoS2 (h1), reference (h1 )*[27], distortion on MoS2 sheet (dMoS2) and observed bond 
length of adsorbed halogen molecule (d) along graphene side of graphene- MoS2 bilayer 
heterostructure 

Halogen Orientation C-hollow C-bridge C-top

�E 
(eV)

h1

(Å) 
h1

*

(Å)
dMoS2
(Å)

d
(Å)

�E 
(eV)

h1

(Å) 
h1

*

(Å)
dMoS2
(Å)

d
(Å)

�E 
(eV)

h1

(Å) 
h1

*

(Å)
dMoS2
(Å)

d
(Å)

F2 Parallel 
perpendicular

1.882 
0.284 

3.560 
3.900 

3.230 
3.700 

0.119 
0.001 

2.823 
2.610 

0.417 
0.234 

3.700 
3.380 

3.170 
3.470 

0.011 
0.008 

3.010 
3.088 

1.012 
0.437 

3.720 
3.390 

3.230 
3.460 

0.014 
0.003 

1.650 
1.640

Cl2 Parallel 
perpendicular

0.163 
0.153 

3.580 
4.170 

3.580 
4.340 

0.035 
0.007 

1.900 
2.000 

0.189 
0.188 

3.590 
4.110 

3.630 
4.210 

0.040 
0.005 

2.000 
2.010 

0.182 
0.194 

3.540
4.180 

3.640 
4.210 

0.041 
0.006 

2.000 
2.020

Br2 Parallel 
perpendicular

0.239 
0.225 

3.610 
4.510 

3.770 
4.670 

0.020 
0.002 

2.310 
2.320 

0.267 
0.273 

3.690 
4.320 

3.740 
4.510 

0.013 
0.005 

2.310 
2.330 

0.258 
0.281 

3.660 
4.200 

3.770 
4.450 

0.030 
0.005 

2.310 
2.340

I2 Parallel 
perpendicular

0.365 
0.315 

3.590 
4.600 

3.850 
4.730 

0.019 
0.019 

2.699 
2.699 

0.389 
0.352 

3.520 
4.698 

3.800 
4.740 

0.002 
0.017 

2.695 
2.709 

0.383 
0.359 

3.650 
4.750 

3.830 
4.850 

0.001 
0.020 

2.694 
2.709

Table 2: Table for Binding Energy (E), perpendicular distance of centre of adsorbed molecule from 
sulphur plane of MoS2 (h1), distortion on MoS2 sheet (dMoS2) and observed bond length of adsorbed 
halogen molecule (d) along MoS2 side of graphene-MoS2 bilayer heterostructure 

Halogen Orientation hollow Mo-top S-top

�E 
(eV)

h1

(Å)
dMoS2
(Å)

d
(Å)

�E 
(eV)

h1

(Å)
dMoS2
(Å)

d
(Å) 

�E 
(eV)

h1

(Å)
dMoS2
(Å)

d
(Å)

F2 Parallel 
perpendicular

0.291 
0.261 

3.002 
3.600 

0.001 
0.021 

1.527 
1.538 

0.229 
0.284 

3.990 
3.475 

0.001 
0.000 

1.526 
1.532 

0.199 
0.732 

3.800 
3.200 

0.001 
0.079 

1.527 
1.798

Cl2 Parallel 
perpendicular

0.158 
0.159

3.400 
4.040

0.060 
0.004

1.990 
2.010

0.162 
0.150

3.370 
4.060

0.065 
0.054

1.995 
2.010

0.156 
0.247

3.430 
3.980

0.070 
0.008

2.000 
2.060

Br2 Parallel 
perpendicular

0.238 
0.244 

3.390 
4.200 

0.040 
0.003 

2.310 
2.330 

0.239 
0.226 

3.400 
4.220 

0.040 
0.050 

2.310 
2.320 

0.239 
0.404 

3.250 
4.020 

0.070 
0.001 

2.310 
2.330

I2 Parallel 
perpendicular

0.387 
0.344 

3.398 
4.445 

0.003 
0.014 

2.695 
2.712 

0.385 
0.325 

3.394 
4.550 

0.004 
0.011 

2.695 
2.706 

0.379 
0.489 

3.459 
4.150 

0.003 
0.024 

2.694 
2.764
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Tables 1 & 2 show the binding energy  values of different structures at different occupation sites.  
The perpendicular distance of centre of adsorbed molecule from sulphur plane of MoS2 (h1) is found to 
agree well with the reference values of (h1) [27]. The bond length of adsorbed molecule on graphene-
MoS2 bilayer hetero-structure is not obtained to be significantly changed during adsorption process 
because the obtained molecule-surface interaction is much weaker than the intra molecular bonding in 
halogens. Here, we consider the system with the highest B.E. or the least total energy is most stable 
one. The fluorine adsorbed graphene- MoS2 bilayer hetero-structure is most stable at the hollow site (C-
Hollow) at the center of hexagon of the graphene sheet in the parallel configuration. But all the 
remaining halogen molecules adsorbed  hetero-structures are obtained to be most stable while they are 
perpendicular to the sheet and above the sulphur atom of MoS2 sheet (S-Top). The highest value of 
B.E. are 1.882 eV, 0.247 eV, 0.404 eV and 0.489 eV respectively for fluorine atom, Cl2, Br2 , and I2

molecules adsorbed  hetero-structures. The geometrical structures with the highest B.E. are considered  
to draw the various properties of the respective systems. In addition, the distance between two F-atoms 
increases when it is bound more strongly to MoS2 sheet of graphene- MoS2 bilayer hetero-structure. 
This result indicates that the bonding of F or F2 with the substrate happens on the cost of weakening of 
F-F interaction. The adsorption geometries of molecular halogens (i.e. perpendicular and parallel 
orientations) above the graphene side of hetero-structure is shown in figure [3], while the optimized 
structures of different halogens on  hetero-structure at the most stable occupation site are shown in 
figure [4]. 

 (b) 
 (a) 

(c)  (d) 

(e)  (f) 
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Figure 3: Top and Side view respectively for the adsorption of halogen molecules with different 
orientations of adsorbates in the direction parallel ((a), (c), (e)) and perpendicular (fig. (b), (d), (f)) to 
the graphene sheet. Figures (a) and (b) show the adsorption in C-Hollow (H) region, (c) and (d) at C-
Bridge and (e) and (f) at C-Top, respectively.  
Similarly, the adsorption of halogen molecules with different orientations of adsorbates in the parallel 
and perpendicular direction to the Mo 2 sheet are tested to know the most occupation site. 

 (m)  (n) 

 (o)  (p) 

Figure 4: Optimized geometries of a halogen molecule adsorbed graphene-MoS2  bilayer hetero-
structure with top and side-view respectively. The figures, (m) fluorine atoms parallel to graphene 
plane at Hollow-site (C- hollow), (n) Cl2 molecule perpendicular to MoS2  plane at S-Top site (o) Br2

molecule perpendicular to MoS2 plane at S-Top site, (p) I2 molecule perpendicular to MoS2  plane at S-
Top site.  

3.2. Electronic structure calculations: 

In order to understand the impact of adsorption of halogen molecules, we first need to understand the  
electronic properties of 3×3 sheet of MoS2 monolayer as shown in figure [5(a)], 4×4 sheet of graphene  
as in figure [5(b)] and graphene-MoS2 bilayer hetero-structure as in figure [5(c)]. Figure [5(a)] shows 
the band structure of 3×3 sheet of MoS2  monolayer. Since, the conduction band minimum and valence 
band maximum lie at the same symmetric point, it is a direct band gap semiconductor with band gap of 
1.65 eV. In case of 4×4 sheet of graphene, there is no band gap as conduction band and valence band 
coincides at Fermi level indicating that the graphene is a zero band gap semiconductor. Figure [5(c)] 
shows the band structure of graphene-MoS2 bilayer hetero-structure. Here, the Dirac point shifts about 
0.40 eV above the Fermi level which shows that the graphene-MoS2  bilayer hetero-structure is metallic 
in nature. Afterwards, we have studied the effect of adsorption of halogen molecules on the hetero-
structure along graphene plane and MoS2  plane. The band structures of different systems are shown in 
figures [5(d)], [5(e)], [5(f)], and [(5(g). 
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 (a)  (b) 

 (c)  (d) 

 (e)  (f) 
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 (g) 

Figure 5: Band structures of (a) 3×3 sheet of MoS2 monolayer (b) 4×4 sheet of graphene (c) graphene-
MoS2 bilayer (d) fluorine atoms (e) Cl2  (f) Br2  (g) I2 molecule adsorbed graphene-MoS2 bilayer 
hetero-structure.  

The modifications in band structures is illustrated in table [3]: 

Table 3: Electronic properties of halogen adsorbed Graphene/MoS2 system. 

Optimized structure Band Gap (eV) Fermi Energy (eV) Dirac Point(eV) Dirac Shift (eV)

Graphene-MoS2 bilayer - 1.819 0.400 -

F2-graphene MoS2 0.375 1.174 - -

Cl2-graphene MoS2 - 1.868 0.480 0.080

Br2-graphene MoS2 - 1.870 0.500 0.100

I2-graphene MoS2 - 1.996 0.520 0.120

From table [3], it is clearly seen that the band gap of 0.375 eV is found in the case of fluorine atoms 
adsorbed graphene-MoS2 bilayer but in other halogen adsorbed bilayer, Dirac point shifted above the 
Fermi level. The formation of band gap in fluorine adsorbed system is due to the bonding and anti-
bonding states of the electrons in the orbitals ans also due to band folding property of electrons in the 
orbitals. The band structures of other halogen adsorbed systems resembles the band structure of 
graphene-MoS2 bilayer. The shift of Dirac point increases from Cl2 to I2 adsorbed graphene-MoS2

bilayer. Also the Fermi energy is seen to be in the increasing order from Cl2 to I2 adsorbed graphene-
MoS2 bilayer. Since fluorine atom has the highest electronegative value among halogens, it could easily 
go for interaction in presence of other reacting species. This could be seen at the B.E. values in table 
[1]. Our results strongly show the favourable condition to absorb halogens particularly fluorine 
molecule in excited mode as done to store hydrogen molecule/s on metal decorated graphene [28]. 
Similarly, the magnetic properties of our system are studied with the help of information displayed by 
density of states (DOS) as shown in figure [6] 
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Figure 6: DOS of graphene- MoS2 bilayer hetero-structure and halogen adsorbed graphene- MoS2

bilayer hetero-structure. The curve above zero x-axis in each plot represents up-DOS, and that below 
the axis represents down-DOS.  

The plot of DOS shows that both up-DOS and down-DOS are symmetrical about the axis in graphene- 
MoS2 bilayer hetero-system as well as halogen molecules adsorbed  bilayer hetero-structures. This 
means, the non magnetic nature of graphene-MoS2 bilayer hetero-structure is still preserved with 
adsorption of halogens on it. From figure [6], it is clear that the DOS shift above the Fermi level due to 
adsorption of halogen molecules on hetero-structure. 

4. Conclusions:

We have studied a first-principles study of geometrical and electronic properties of graphene-MoS2

bilayer hetero-structure and halogen molecules adsorbed  hetero-structures. The adsorption sites and 
orientations are tested to draw the most stable configurations. The fluorine atoms adsorbed system is 
stable at hollow site of hexagonal plane of graphene (C-Hollow) in parallel configuration with the 
binding energy 1.882 eV. The Cl2 , B 2 and I2  adsorbed  hetero-structures all are most stable in the 
perpendicular configuration above the sulphur atoms of MoS2 plane (S-Top) with binding energies 
0.247 eV, 0.404 eV and 0.489 eV respectively. Band structure unalters in case of Cl2 , B 2 and I2

adsorbed graphene-MoS2 bilayer hetero-structure but Dirac point shifts above the Fermi level. The 
band gap of 0.375 eV is found in fluorine atoms adsorbed  hetero-structure. Our work suggests a way to 
tune the electronic properties of heterostructure with adsorption of halogens. We then analyzed DOS of 
respective systems and concluded that monolayer MoS2 and halogen adsorbed system are non 
magnetic.  
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Abstract 
Adsorption of gaseous/molecular hydrogen on platinum (Pt) decorated and pristine graphene have been studied 
systematically by using density functional theory (DFT) level of calculations implemented by Quantum ESPRESSO 
codes. The Perdew-Burke-Ernzerhof (PBE) type generalized gradient approximation (GGA) exchange-correlation 
functional and London dispersion forces have been incorporated in the DFT-D2 level of algorithm for short and long 
range electron-electron interactions, respectively. With reference to the binding energy of Pt on different symmetry 
sites of graphene supercells, the bridge (B) site has been predicted as the best adsorption site. In case of 3×3 
supercell of graphene (used for detail calculations), the binding energy has been estimated as 2.02 eV. The band 
structure and density of states calculations of Pt adatom graphene predict changes in electronic/magnetic properties 
caused by the atom (Pt). The adatom (Pt) also enhances the binding energy per hydrogen molecule in Pt-graphene 
comparing to that in pristine graphene and records the values within the range of 1.84 eV to 0.13 eV for one to eight 
molecules, respectively.

© 2014 RCOST:  All rights reserved.
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1. Introduction 

Graphene, one atom thick sheet of sp2 bonded carbon atoms arranged laterally in a honeycomb crystal 
lattice, has been developed from theoretical model systems [1] to experimental reality [2]. Because of the 
two-dimensional crystal structure, it shows many interesting properties like observable quantum Hall 
effect even at the room temperature [3], an ambipolar electric field effect along with ballistic conduction 
of charge carriers [4], tunable band gap [5] and high elasticity [6].  After the experimental production of 
graphene in 2004 [7], considerable research interest has been shifted to explore its unique properties and 
various potential applications such as in energy storage [8,9], spintronics [10] and microelectronics [11]. 
Various theoretical and experimental works have been performed focusing on the electronic and magnetic
behaviours of different adatoms [12-15] adsorbed on graphene system, and have been found to yield 
many interesting results. In addition to fascinating intrinsic electronic and mechanical properties exhibited 
by pure graphene, the structure and properties of graphene can also be controlled and modified by 
adsorption and/or doping of foreign atoms [16]. Very highly porous carbon materials offer a wide variety 
of chemical compositions that are suitable for the adsorption and storage of gaseous molecules like 
hydrogen, methane and carbon dioxide. Currently, gas storage in solids is an important technology with
potential applications ranging from energy, environment and all the way biology to medicine [17]. 
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The development of the fuel cell technologies, based on hydrogen, holds the promise for producing   
renewable energy. The safe storage of hydrogen is also crucial for the development of hydrogen energy 
[18].  Carbon nanomaterials are suitable for the hydrogen storage due to high surface to volume ratio.
Dillion et al. [19] were the first to study the hydrogen by assemblies of single walled carbon nano tubes 
(SWCNT) and porous activated carbon [20]. Later, many works focused on carbon based materials such 
as nanotubes [21,22] and fullerene C60 [23] have been performed. Although the transition metal atoms 
such as Pt and Pd, can bind multiple H2 molecule and metal adatom carbon material can adsorb more 
hydrogen molecules, exceeding the minimum requirement of 6wt% for practical applications, a reliable 
and quantitative analysis of binding character is still insufficient. After the synthesization of graphene, its 
capacity of binding hydrogen molecule should be the great matter of interest.  

The remaining part of the paper is organized as follows. This section (Introduction) is followed by the 

computational method in section 2 where we describe the systems, algorithm, and approximations for the

whole calculations. The section 3 presents and discusses the results of the present work. The last section 

‘Conclusions and concluding remarks’ highlights the summary of the paper and also presents its possible 

extension in near future.

2. Computational Method 

The DFT based first-principles calculations [26,27] are carried out to know the structural stability and 
electronic properties of adatom adsorption on graphene. Further, we have studied the adsorption of 
hydrogen molecule/s on Pt decorated graphene to investigate its hydrogen storage capacity. The long 
range dispersion forces are incorporated via London interaction [28] in DFT-D2 level of approximations, 
implemented with the quantum ESPRESSO code [29]. 

The interaction between electrons and ion cores is described by ultrasoft pseudo potentials, and 
generalized gradient approximation (GGA) formalism is adopted to treat the electronic exchange and 
correlation effects, as described by Perdew-Burke-Ernzerhof (PBE) [30]. The plane wave basis set with 
the kinetic energy cut-off of 35 Ry is used for the expansion of the ground state electronic wave 
functions. The plane waves are chosen to have a periodicity compatible with the periodic boundary 
conditions of the simulating cell. The supercell dimensions are kept fixed during the relaxation.  

We have used calculated value of the lattice constant (
o

A46.2a ), which overlaps with the experimental 
value [31], obtained from our convergence tests. The adatom graphene system is modeled using single 
adatom in 2×2,  3×3, and  4×4  supercells of graphene containing 8, 18 and 32 number of carbon atoms. 
In this work, the adsorption of single Pt atom on graphene is performed at three different high symmetry 
sites, top (T), hollow (H) and bridge (B). For each adsorption site of the adatom-graphene system, the
adatom is relaxed along the z-direction and the C atoms on graphene in all x, y, and z directions. To 
estimate the binding energy of adatom (Pt), the calculations for the isolated Pt, graphene and adatom-
graphene are performed within the identical supercell of graphene. The optimized geometry is obtained 
with fully relaxed BFGS (Broyden-Fletcher-Goldfarb-Shanno) scheme [32] until the total energy change 
between two consecutive scf steps becomes less than 10-4Ry and force acting goes below 10-3 Ry. The 
brillioun zone of graphene is sampled in k-space using the Monkhorst-Pack scheme [33] with an 
appropriate number of k-points. Different sized supercells are considered to see the size effect of the 
interaction between the isolated adatom and graphene. In order to avoid the interaction between the 
adatoms at adjacent supercells, vaccum length of supercell was made large enough, i.e. 20Å along z- axis. 
The detail calculations to study the electronic properties, like density of states (DOS) and electronic band 
structure of pure graphene and Pt-adsorbed graphene are calculated in 3×3 supercell of graphene and 
15×15×1 mesh in k-space. 

The adsorption properties of molecular hydrogen are observed on the most stable geometry of platinum 
decorated 3×3 supercell of graphene. At first, we optimized H2 molecule and found bond length of 0.75 Å
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between two hydrogen atoms. The optimized molecule/s is then placed within the Pt-adatom graphene 
supercell of height 20Å, very large in comparison to the bond length of H2, which prevents interaction 
between two hydrogen molecules at adjacent supercells. The calculations for a large number of molecular 
hydrogen (up to eight), with in the limit of computational power, has been covered in this study to 
observe the desirable binding energy and hydrogen storage capacity.

3. Results and Discussion 

In the present work, we study the adsorption properties of single Pt on different symmetry sites of 2×2, 
3×3, and 4×4 supercells of pure graphene and also present the binding strength/geometry of a number of
hydrogen molecules on its preferred geometry.

A. Binding energy and geometry  

The Binding energy (�E) of adatom on graphene is defined as,  

�E = EA+ EG- EGA

where, EGA, EG and EA are the values of energy of adatom-graphene, pure graphene and an isolated 
adatom in 3×3 supercell of  graphene. Out of the three adsorption sites (H, B and T) considered in present 
calculations, the configuration with the highest binding energy is defined as the most favored one.   

The adatom height (h) is defined as the difference in z coordinates of adatom and the average of the z
coordinates of the carbon atoms in the graphene layer. We have also calculated the distance dAc between 
the adatom and its nearest carbon atom. The adsorption of adatom on graphene produces a distortion (dz), 
which is quantified by computing the maximum deviation of C atoms along z-direction from their average
positions in pristine graphene. The distortion of the graphene layer upon the adsorption of adatom is also 
calculated in terms of change in dihedral angles.

Table 1. The binding energy Eb, adatom height h and the nearest carbon distance dAc for adatom (Pt) in 2×2, 3×3 
and 4×4 supercells of graphene are noted. Further, deformation produced in graphene layer due to adsorption of 
adatom is quantified in terms of distortion along z-direction (dz).

Size of 

graphene 

supercell 

Adsorption 

site 

Binding Energy 

(Eb,eV) 

Height of 

Pt atom 

(h, Å ) 

Distance of 

nearest carbon 

(dAc, Å ) 

Distortion 

(dz, Å ) 

2×2 

H 

B 

T 

1.087 

1.175 

1.089 

2.12 

2.09 

2.13 

2.48 

2.12 

2.55 

0.09 

0.11 

0.09 

3×3 

H 

B 

T 

1.305 

2.022 

1.905 

1.95 

2.15 

2.16 

2.41 

2.10 

2.03 

0.02 

0.17 

0.01 

4×4 

H 

B 

T 

1.317 

2.048 

1.917 

1.95 

2.20 

2.20 

2.40 

2.10 

2.03 

0.03 

0.22 

0.16 
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Table (1) shows that the adsorption of Platinum atom on different sites of pure graphene sheet is feasible. 
The table also reveals the most favored site for Pt as bridge site with the highest binding energy (Eb). The 
binding energy seems to increase on increasing the computed graphene size. However, the increment in 
Eb is nominal for 4×4 supercell with reference to 3×3, and this helps to conclude that size effect of 
graphene beyond 3×3 does not alter the quality of calculations. Taking care of size effect information and 
computational cost for bigger system, we consider 3×3 supercell for further calculations.  

The distortion in the graphene plane due to the adsorption of adatom is observed maximum at the bridge
site. This correlates the direct relationship of distortion with binding energy. The distortion can also be 
measured in terms of change in bond length, bond angle and dihedral angle. In case of 3×3 graphene 
sheet, maximum change in bond length, bond angle and dihedral angle are observed as 0.02Å, 0.9o and 
12.07o from their initial values 1.42 Å, 120o and 0o, respectively.

B. Electronic structures 

We have computed the electronic density of states (DOS) and band structures of pure graphene and 
adatom graphene. The Kohn-Sham DOS is computed for adatom at the most favorable (B) site of the 3×3 
graphene supercell using 15×15×1 Gamma centered Brillouin zone-sampling. The energy eigen values 
are smeared by ‘Marzari-Vanderbilt’ smearing [35] of width 0.001 Ry.  
�

�

 Fig.1 (a)                                                                       Fig.1 (b) 
Figure 1: Plot of density of states for pure graphene (a) and Pt adsorbed graphene (b). The DOS is plotted   
                assuming fermi level as the reference.

The spin up and spin down calculations of pure graphene are plotted by assuming Fermi energy as 

reference level (Fig. 1a). The Dirac point, where DOS is nearly equal to zero, lies�at the Fermi level, and 

approves that the valence and conduction band meet at that point with zero band gap. The identical 

density of states for spin up and spin down in the figure approves the non magnetic nature of pure 

graphene. 

From Fig. (1b) it is seen that Fermi level of adatom graphene again appears to remain at the Dirac point. 

On the other hands, DOS of adatom graphene system has been modified near the Fermi level. The 

contribution of different Pt orbitals in the DOS of Pt adatom system is shown in Fig. 2. 
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Fig. 2 (a)        Fig. 2 (b) 

Figure 2: The projected densityof states (PDOS) for    

                  spin up and spin down of s (a), p (b), and d   

                 (c) orbitals of Pt, an adatom on graphene.   

      They show the different orbital’s contribution on the  

      DOS of pristine graphene.

Fig. 2(c)

The band structure of pure graphene exhibits its unique feature showing zero band gap at Fermi level. The 

bands meet at a point in Fermi level (observed at -2.351 eV) and form  a conical structure, which are 

known as Dirac point and Dirac cone respectively (Fig. 3a).

The interaction of the adatom with П and П* states of the carbon atoms in graphene, however, breaks the 
symmetry of graphene and band gap occurs at the Fermi level. New bands originating from Pt modify the 
band structure of pure graphene and disclose a band gap of 1.10 eV in adatom graphene. This change in 
band gap from zero in pure graphene to 1.10 eV in Pt-added graphene shows the potential use of the 
material for practical applications.
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   Fig. 3(a)            Fig. 3(b) 

Figure 3: Band structure of 3×3×3 supercell of pure graphene (a) and Pt-adsorbed graphene (b) along K-  
Γ- M-K path of irreducible Brillouin zone. 

C. Charge transfer 

Charge transfer, an ambiguous quantity [16, 17], is an important feature of adatom-graphene interaction 
in which transfer of electronic charge takes place between the adatom and graphene. In this section, we  
discuss  and quantify the  charge transfer due to  the  adsorption of adatom on bridge site of 3×3 graphene 
supercell, which we believe an essential part to study the nature of bonding between the interactive 
materials. By keeping in mind that the magnitude of charge transfer is highly method dependent and 
difficult to quantify as an absolute value, we have used one of the algorithms followed by previous studies 

[15], where we integrate differences in 
electronic charge density in planer basis.  

�

With the help of optimized structures, the 
charge densities for pure graphene layer, 
isolated adatom, and adatom graphene are 
calculated. The difference in charge-density is 
then defined as    

∆ρ(r) = ρAG(r) – ρA(r)  - ρG(r)   

where ρAG(r), ρA(r) and ρG(r)  are the charge 
densities of the adatom-graphene, an isolated 
adatom, and graphene respectively, calculated 
in the same positions of the supercell as done 
for adatom-graphene calculations.

Figure 4: Planner averaged electron charge difference for Pt on graphene at B site as a function of   
                 position along z-direction. The vertical line at z=0 represents the position of graphene sheet    
                 and the line at z = 5.32 Bohr indicates Rcut. The integration between the region z=0 and z=5.32   
                 Bohr quantifies the charge transfer.
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Figure (4) shows the planar averaged linear charge density difference as a function of z, along the height 
of supercell, for Pt on B-site of graphene. The figure implies the position of planar graphene sheet and 
adatom (Pt) at z = 0 and 5.32 Bohr, respectively. Positive difference in electron density towards the 
region of graphene sheet and negative towards the adatom illustrates the transfer of electronic charge
from adatom to graphene. 

To calculate the charge transfer using the linear charge density difference, the region of the space 
belonging to graphene and/or adatom  must be specified. As similar to the concept used by Chan et al.,
[15], an adsorbate-substrate cutoff distance Rcut is defined as the distance from the graphene plane to the 
point between the plane and the adatom at which charge accumulation changes to charge depletion. In the 
Fig. (4) the region with z < Rcut is assigned to the substrate and the region with z > Rcut is assigned to the 
adatom. The charge transfer is obtained by the integral of linear charge density difference in the substrate 
region, and the quantity in case of Pt adatom graphene has been found as 0.18e. Higher the value of 
charge transfer may cause more impacts on the electronic structure and therefore on the catalytic activities 
of the system.

D. Adsorption of hydrogen molecule/s on Pt adsorbed graphene 

We have also performed the first-principles calculations to study the adsorption of hydrogen molecule/s in 
Pt decorated graphene. The system is modeled by allowing the adsorption of hydrogen molecule/s from 
one up to maximum eight in number on a single Pt decorated 3×3 graphene supercell. The binding energy 
(∆E) of H2 molecule is then calculated using the formula, 

∆E =  EAG + EH2 - EAGH

where EAGH is the energy of the system containing graphene, adatom and H2 molecules,  EAG is the 
energy of the Pt-graphene system and EH2 is the energy of the H2 molecule. Furthermore, binding 
energy/H2 molecule is calculated as, 
    B.E/H2  = ∆E/N,    with N as the number of the hydrogen molecules. 

Figure (5) represents the optimized structures for the adsorption of hydrogen molecule/s on Pt decorated 
graphene system. The figures show that two hydrogen molecules dissociate into atomic hydrogen and a 
complex, due to interaction with the adatom. Most of the H2 molecules in the larger systems seem to be
attracted by long-range dispersion forces.

Figure 5: Optimized geometries for the adsorption of H2 in Pt-decorated graphene system. 
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The variation of the binding energy per H2 molecule with the number of H2 molecules adsorbed on Pt-
decorated graphene is shown in figure (6). Table (2) presents the observed values of energy of total 
system, binding energy of H2 molecules and binding energy per H2 molecule. It can be seen that the 
observed binding energy per H2 molecule decreases with increasing the number of adsorbed hydrogen 
molecules. When a single hydrogen molecule is adsorbed in Pt-graphene system, the binding energy for 
H2 molecule is found 1.84eV. The decreasing pattern of the binding energy per hydrogen molecule, as 
seen in Fig. 6, for the adsorption of one to eight adsorbed H2 molecules goes through the range of 1.84 eV 
to 0.13 eV. The binding energy values per hydrogen molecule from this work meet the U.S. DoE 
(Department of Energy) target (0.2eV-0.7eV) [36]. 

Table 2: The binding energy of hydrogen molecules (Eb) and binding energy per H2 molecule (Eb/H2),  for the 

adsorption of H2 molecules in Pt decorated graphene are presented.

Figure 6: Variation of binding energy per H2 molecule with the number of hydrogen molecule adsorbed   
in platinum adatom graphene.

Number of H2 molecule Binding Energy (eV) Binding Energy/H2 (eV) 

1 0.415 1.847 

2 0.914 0.957 

3 1.957 0.652 

4 1.937 0.484 

5 1.985 0.397 

6 2.076 0.346 

7 1.137 0.162 

8 0.904 0.134 
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One of the major purposes of this study (adsorption of hydrogen molecules on graphene) is to explore the 
possibility of the gaseous storage at operating conditions. If we compare the strength by which H2 are
bound in pure and adatom graphene system, the maximum possible binding energy per H2 molecule is 
enhanced remarkably in adatom (Pt) graphene (1.84eV) over the pure graphene (~ 0.07 eV). The 
hydrogen storage capacity of single Pt decorated graphene for the adsorption of 8 H2 molecules is 3.74 wt 
% per substrate, comparing to the DoE target (around 6 wt %) [9], for the practical applications. The 
estimated results display the potential application of Pt decorated graphene in hydrogen gas storage 
material.

4. Conclusion and Concluding remarks

We studied the structural and electronic properties of pure graphene and platinum adsorped graphene 
systems. Using the estimated values of binding energies of Platinum at three high symmetry sites (H, B
and T) of 3×3×3 graphene supercell, it is found that the bridge site is energetically favourable with its 
magnitude 2.022 eV. The adsorption of adatoms on the bridge site of the graphene changes some of the 
graphene sp2 like orbital character to a more covalently reactive sp3 like character, which is accounted by 
calculating the deformation on graphene sheet. A small band gap of 1.10eV has been noticed in band 
structure calculations of Pt-added graphene over the zero band gap pure graphene, which causes the 
breaking of symmetry of the graphene.

We have also studied the adsorption of the hydrogen molecules on Pt-decorated graphene in order to 
investigate its hydrogen storage capacity. The binding energy per H2 molecule due to adsorption of one to 
eight number of hydrogen molecules on Pt adatom graphene ranges within 1.847 eV to 0.134 eV, where 
its value decreases on increasing the number of adsorbed hydrogens. Within the limit of our calculations, 
the maximum hydrogen storage capacity of single Pt decorated graphene for 8 H2 molecules is found 
3.72 wt %. The results we discussed in this paper, in general, are progressive and interesting to move
towards the US DoE criteria (around 6 wt %) for the practical applications. 

We intend to extend this work to see the redistribution of charge density while adsorbing adatom and 
gaseous molecules on graphene. Adsorption of multiple Pt atoms or/and Pt-dimers and also more 
hydrogen molecules may enhance wt % of hydrogen and overall quality of the material.
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Abstract

We have performed structural properties, electronic properties, charge density and potential distribution

of CsCaH3 and RbCaH3 using TB-LMTO-ASA approach under local density approximation.  Our

findings show that both CsCaH3 and RbCaH3 are non-magnetic and then insulators with estimated direct

band gaps (M-M) of 3.15 eV and 3.17 eV respectively. Our estimated values of band gap suggest to both

materials as better candidate for the high frequency ultra-violet devices. Furthermore, role of corner atoms

in perovskite hydrides are also presented in this study. Present calculations agree well with the previous

work.

©RCOST: All rights reserved.

Keywords: Projected density of states; perovskite; charge density and TB-LMTO-ASA.

1. Introduction

Binary alloys of transition and post-transition elements, and also graphene related work   have been

studied with high effort by many researchers [1-6] but have no band gap. However, various potential

applications in optics need significant band gap. The perovskite structure of ternary chlorides is

applicable in optics due to their wide band gap [7, 8]. Perovskite compounds and its derivatives are the

most popular field owing to their diverse physical properties while going to binary alloy to ternary alloy

to perovskite material.   Besides this, anomalous dielectric properties of perovskite and phase transition

with increasing temperature have made fundamental interest in physics [9-11].

Perovskite hydride compounds belong to Perovskite family, symbolized as  ABH3 (A and B represent

lighter metals) are well characterized with their optical properties. Perovskite hydrides have become a

source of attraction to experimentalists due to presence of lightweight elements, low production cost and
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wide range of applications in the industrial area. Alkali and alkaline earth-based complex hydrides are

expected to have application for the hydrogen gas storage at certain temperature and pressure [12, 13].

The complexity in structural arrangement of perovskite hydrides and difficulties in establishing proper

hydrogen position by x-ray diffraction method in previous attempt [14] motivated us to enter in this

burning area of research. As increase in Ca-H distance, narrower the density of states (DOS) on moving

from LiCaH3 to CsCaH3, predicted in previous work [15] is insufficient to address the factors for DOS

variation and also the compound NaCaH3 has shown absurd behaviour than others in regards to M-H and

Ca-H distance. Hence, in the present work efforts have been taken to study the structural, electronic and

charge distribution to explore the origin of band gap, contribution of orbitals and role of potentials to

bands separation.

Moreover, the crystal structure, shape, size, and surface composition of materials plays vital role to

control the hydrogen sorption properties for energy storage applications.  For the efficient energy carrier,

hydrogen should be absorbed and desorbed in materials easily in sufficient quantities in cheaper price.

The complex compound based on Alkali- and alkalineearth hydrides are expected to have potential

candidates for storing hydrogen at moderate temperatures and pressures [16-17]. This is another

motivation of present work to study the electronic behavior of such materials.

The paper is organized as follows: in section II, the computational details of the present study are

included. Results and discussion are presented in section III whereas section IV provides the conclusions

of the present study and finally references are listed at the end of the paper.

2. Computational details

The unit cell of the perovskites hydrides CsCaH3 and RbCaH3 crystallize in to the cubic structure with

space group Pm-3m. The atomic positions in the elementary cell are at Cs(0.0,0.0,0.0), Rb(0.0,0.0,0.0),

Ca (0.5,0.5,0.5) and  three hydrogen atoms are  at  three different positions as  H1(0.5,0.5,0.0) ,

H2(0.5,0.0,0.5)  and H3(0.0,0.5,0.5) [8]. With reference to experimental lattice parameter of 4.609 Å for

CsCaH3 [18] and 4.547 Å for RbCaH3 [19] unit cell structures thus obtained with the help of xcrysden

visualization are shown in figures 1(a) and (b).

Fig. 1: (a) Unit cell of  CsCaH3 and (b) Unit cell of  RbCaH3.
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All the calculations are done based on  the density functional theory implemented with TB-LMTO-ASA

code to carry out comprehensive analysis of structures along with electronic and magnetic properties. The

standard local density approximation (LDA) is used to address exchange correlation potential. The

concept of Wigner-Seitz spheres for each atom in the unit cell is taken into account to determine the

potential of the crystal [20]. We have only included the energetically higher-lying valence states in the

self-consistent calculations of the effective crystal potential [21] according to the norms of the TB-

LMTO-ASA approach. The core states are treated fully relativistically while the semi-core and valence

states as treated semi-relativistically. All the calculations were iterated to self-consistency along with

accuracy of 10-6 Rydberg.

3. Results and discussion

The new findings from the calculations of band structures, DOS, charge density and potential

distributions are described as follows.

A. Band Structures

The calculated energy bands of perovskites  CsCaH3 and RbCaH3 along the high symmetry lines in the

Brillouin zone are shown  in Fig (2).

Fig. 2: Band structures of CsCaH3 (left) and RbCaH3 (right).

The horizontal dotted line in the above figures represents the Fermi level.  We have found 10 different

energy bands in both CsCaH3 and RbCaH3. Zero energy is chosen to coincide with the CBM and VBM

both occur at same M point results the direct band gap in both of these perovskite hydrides which

indicates that both  CsCaH3 and RbCaH3 bear the non-metallic behaviour. Our estimated band gaps of

CsCaH3 and RbCaH3 are 3.15 eV and 3.17 eV which indicates that CsCaH3 and RbCaH3 are insulators.

Our results of band gap well agree with previous generalized-gradient approximation based theoretical

calculations [8]. Resulting band gap of these perovskites meet the requirement  for the applications in

high frequency ultra-violet device [22].
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B. Density of States

To observe the density of states, we have taken same value of the lattice parameter as in band structures

calculations. The total DOS and PDOS of  CsCaH3 and RbCaH3 are shown below. The total  density of

states are categorized into four different parts and the contributions of different states can easily be seen

from the PDOS analysis.

Fig. 3: Total DOS  and PDOS  of  CsCaH3(left) and RbCaH3(right).

The Fermi energy line is in the valence band which supports the non-metallic behaviour. In both CsCaH3

and RbCaH3 Ca-p and H-s states are located in the vicinity of the Fermi level at the valence band. In

CsCaH3 Ca-s and −p states are well-separated where as in RbCaH3 Ca-s and −p states are not well-

separated. The symmetric nature of spin up and spin down DOS indicate the non-magnetic behavior of

CsCaH3 and RbCaH3. The contribution to the valance band is maximum by s states of hydrogen and less

contributions  is seen from Ca and Cs.  The contribution of Ca and H atoms to the DOS is major in the

valence bands while Cs/s, Cs/p are responsible for that in the conduction band.

Further, one valance electron of  Cs (or Rb) in CsCaH3 ( or RbCaH3) fill the partially occupied s-orbital of

one hydrogen and remaining two partially filled orbitals of hydrogen is filled by two valence electrons of

calcium. Since the valence electrons are completely filled, CsCaH3 and RbCaH3 both acts as an insulating

materials.

C. Charge density  and potential distribution

The charge density distribution and chemical bonding behaviour of MCaH3 is important to check the

stability of these materials for hydrogen storage. The charge density plot of CsCaH3 and RbCaH3 obtained

by using the same lattice parameters as in DOS and band structures calculations are  shown in figure (4).
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Fig. 4: The charge density distribution of CsCaH3 and RbCaH3.

From figure 4, we have found that there are five peaks along the corners and faces which shows the

maximum distribution of the charges at the corners and faces. About 10-40 % of total charge occur along

the corners and faces which has been shown by a high peaks lines while the distribution of the charges is

negligible at other interstitial sites. This is the site at which adsorption and desorption of hydrogen takes

place, indicating that such materials can be used for hydrogen storage purposes. The potential distribution

plot of CsCaH3 and RbCaH3 are shown in figure (5) .

Fig. 5: Potential distribution in  CsCaH3 (left) and RbCaH3 (right).

From figure 5, we can find that the potential is maximum in the vicinity of core whereas at the interstitial

region the potential is found to be constant (flat). Our results agree well with the muffin-tin potential in

which the potential is maximum near the core electrons and almost flat in the interstitial space. This kind
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of potential distribution fully supports the maximum distribution of charge  near the corner of crystal

structure.

4. Conclusions

In this present work, we studied the band structures, density of states, charge density and potential

distribution of perovskite hydrides CsCaH3 and RbCaH3 by using TB-LMTO-ASA. Taking the

experimental lattice parameters, we calculated the electronic and magnetic properties of CsCaH3 and

RbCaH3. The calculated DOS shows that CsCaH3 and RbCaH3 are non-magnetic.  The direct band gap of

3.15 eV found in CsCaH3 and 3.17 eV in RbCaH3 meet the requirement for the application in high

frequency ultra-violet device. The charge density plot of CsCaH3 and RbCaH3 indicate that the corner

atom contributes mainly to increase charge density which also support from the potential distribution

curve. From potential distribution of CsCaH3 and RbCaH3, we found that potential is maximum at core

whereas flat at interstitial region. This may be the vital site to store the hydrogen and hence system acts as

hydrogen storage materials. Finally we can conclude that TB-LMTO-ASA method can be used as a

convenient method for studying the band structures and density of states of different solids. Our results

may be useful to study the other various types of elemental solids and perovskites in future.
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