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ABSTRACT

This dissertation deals with the sequence spaces and applications. The various topologi-

cal and algebraic properties of different sequence spaces defined by Orlicz function have

been studied. We introduce and study the sequence spaces that are the generalization of

classical sequence spaces of null, convergent, and bounded type. We introduce and study

a class c0(M, (X, ||.||), ā, ᾱ) of vector valued difference sequences of null type with the

help of Orlicz function. It is the generalization of classical null sequence space. We

prove some linear structures and prove some inclusion and equality relations in terms

of different parameters ā and ᾱ. In the similar fashion, we study the sequence space of

bounded type l∞(M, (X, ||.||), ā, ᾱ) of normed space valued difference sequences using

Orlicz function M . The containment relations on different parameters are established.

The class l∞(M,X, (Y, ||.||)) of Banach space Y -valued functions is introduced as the

generalization of bounded complex sequences. The different topological structures have

been studied when topologized it with the suitable natural norm. The difference sequence

spaces W0(∆, f), W (∆, f), and W∞(∆, f) defined by non-negative Φ-function on R
are introduced and studied their different topological properties endowed by paranormed

structure on these spaces. Infinite series and sequences played important role in the de-

velopment of Calculus and other branches of mathematics. But the mathematicians were

facing the problems of calculating the limits of infinite sequences and series , in particular

with those having divergent in behaviour. Then the mathematicians developed the various

types of convergence to assign a limit in some sense to divergent sequences and series. We

also introduce and investigate sequence spaces defined by ideal convergence and Orlicz

function in 2-normed space. The theory of sequence space and frame theory are intercon-

nected as frame theory makes the use of sequence space. The sequence spaces are used

as the vector spaces in frame theory. Some of the application of frame theory that make

the use of sequence spaces are image processing, signal processing, error correction, data

compression etc. The atomic decomposition in a non-locally convex Banach space is de-

fined and discussed its existence. It is also proved that if a p-Banach space has an atomic

decomposition then the space is isomorphic to its associated p-Banach sequence space.
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The necessary and sufficient condition for an atomic decomposition in p-Banach space

is given. Certain properties associated with Schauder frames in Banach space have been

defined and studied.
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LIST OF SYMBOLS

N set of positive integers

R set of real numbers

C set of complex numbers

K the field of R or C
ω space of all sequences over the complex field

c0 space of null sequences over the complex field

c space of convergent sequences over the complex field

l∞ space of bounded sequences over the complex field

lp space of absolutely p-summable sequence spaces over the complex field

θ zero vector in the linear space X

Xα alpha dual of the sequence space X

Xβ beta dual of the sequence space X

Xγ gamma dual of the sequence space X

B(X, Y ) set of all bounded linear operators from X to Y

||.|| norm of normed linear space

||., .|| norm of 2-normed linear space

∆ forward difference operator

δ(A) natural density of set A

S set of all statistically convergent sequences

P (X) power set of X

X∗ first conjugate space of X

X∗∗ second conjugate space of X

Span (X) set of all finite linear combinations of elements of X
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2.2 The Class c0(M, (X, ||.||), ā, ᾱ) of Vector Valued Difference Sequences . 13

2.3 Topological Linear Structures on c0(M, (X, ||.||), ā, ᾱ) . . . . . . . . . . 14
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Chapter 1

INTRODUCTION

1.1 Introduction

The sequence spaces and function spaces have various applications in different branches

of mathematics. They have prominent position mainly in mathematical analysis, for in-

stances, in structure theory of topological linear spaces, summability theory, operator the-

ory, frame theory, Schauder basis theory, approximate theory, etc [4, 34, 57, 74, 76, 88,

94, 95]. This introduces several new concepts in functional analysis and thereby enriching

the theory of mathematics. A sequence space is defined to be a linear space of sequences

as its elements are closed with respect to the coordinate wise addition and scalar multi-

plication. In other words, the set ω of all functions from the set of natural numbers N to

the field K of real or complex numbers, which is the set of all possible infinite sequences

with elements in K, can be turned into a vector space. Any linear subspace of ω is then

called a sequence space. Sequence space is called a scalar sequence space or a vector

sequence space according as the sequences consist of scalars (real or complex) or vectors

taken from a vector space. A sequence of the form (xn) is called a single sequence and a

sequence of the form (xmn) is called a double sequence or a matrix.

Several workers like Maddox [55] , Malkowski and Rakocevic [57], Parashar and Choud-

hary [72], Ruckle [76] etc. have made their significant contributions and enriched the the-

ory of sequence spaces and function spaces in different directions. Literatures concerning

the theory of sequence spaces can be found in any standard text books and monographs

of Functional Analysis, for instance we refer a few; Basar[4], Kamthan and Gupta [38],

Lindenstrauss and Tzafriri [51] and Rao and Ren [74] etc.
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A generalized sequence space or vector valued sequence space is a linear space consist-

ing of sequences with their terms from a vector space. A lot of attempts have also been

made to generalize the theory of scalar valued sequence spaces to vector valued sequence

spaces. An outstanding contribution and plenty of work have been done in the field of

sequence and function space. In this directions, Bala [3], Bhardwaj and Bala [7], Khan

[45], Kolk [47], Srivastava and Pahari [88], Tripathy and Sen [92], and many others have

introduced and examined some properties of vector valued sequence spaces using Orlicz

function M , which generalize many sequence spaces. Recently Savas [81] and others

have introduced certain new sequence spaces using Orlicz function in 2−normed space

and examined some of their properties, some of which were subsequently generalized to

n−normed spaces, for instance by Reddy and Dutta [75] and many others.

Infinite sequence and series played prominent position in the development of mathematics

and mathematical sciences. But on the same time, mathematicians were facing problems

to calculate the limit of infinite series, mainly with those having divergent in behaviour.

The concept of convergence provides a general framework to find the solutions of many

problems. Then mathematicians developed different methods of convergence to assign a

limit in some sense to a series of divergent in nature. This limit is called generalized limit

or summability technique. Many mathematicians developed different summability meth-

ods for divergent series and sequences. The theory of summabilty began with the paper by

Cesaro in 1890 while dealing with the multiplication of series. Afterwards, many general-

izations of ordinary convergence have appeared that can be found in the related literature

for instance statistical convergence by Fast [23] in 1951 and the notion of ideal conver-

gence was introduced as a generalization of statistical convergence, first by Kostyrko et

al.[48] .

Sequence spaces and frame theory are interrelated. They have wide range of applications

in different field of science and technology. Nowadays, frames are main tools for use in

signal processing, image processing, compression, sampling theory, optics, filter banks,

signal detection etc [13, 16, 27, 34].

In 1946, Gabor [27] introduced a fundamental approach to signal decomposition in terms

of elementary signals. Duffin and Schaeffer [16] abstracted Gabor’s theory to define

frames for Hilbert spaces in 1952 while solving some difficult problems from the theory of

non-harmonic Fourier series. Frames for Hilbert spaces were reintroduced by Daubechies

et al.[14] in 1986. The notion of atomic decompositions for function spaces was intro-

duced by Coifman and Weiss [13] . Later, Feichtinger and Gröchenig [24] extended the
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notion of atomic decomposition to Banach spaces. Gröchenig [33] introduced a more

general concept of frame for Banach spaces called Banach frame. The atomic decompo-

sition satisfying certain properties is studied in [40]. The Schauder frames in conjugate

Banach spaces is studied in [44]. The various definitions of frames for Banach spaces

were introduced by Casazza, et al.[11] including that of Schauder frame. Han and Larson

[34] defined Schauder frame for a Banach space. In 2008, Casazza, et al.[10] studied

the coefficient quantization of Schauder frames in Banach spaces. Liu [53] studied the

concepts of minimal and maximal associated bases with respect to Schauder frames and

closely connected them with the duality theory. In [54], Liu and Zheng studied a char-

acterization of Schauder frames which are near-Schauder bases. In fact, they generalized

some results due to Holub [37]. Beanland et al.[6] proved that the upper and lower esti-

mates theorems for finite dimensional decompositions of Banach spaces can be extended

and modified to Schauder frames, and gave a complete characterization of duality for

Schauder frames. Liu [52] associated an operator with a Schauder frame and called it

Hilbert-Schauder frame operator. Ghimire and Pahari [29] studied certain properties as-

sociated with Schauder frames in Banach spaces. Furthermore, Pahari et al.[65] studied

frames in non-locally convex Banach space and proved that if a p− Banach space has an

atomic decomposition then it is isomorphic to its associated p− Banach sequence space.

1.2 Rationale

If we go through the literature motivated from the works of earlier workers as explained

above, we observed that in extending the theory of complex sequence and function spaces,

a lot of work has been done, but at the same time we note that a lot of problems are yet to

be investigated for vector valued sequence and function spaces. Our research work is also

an attempt in this direction which not only generalizes and unifies the study of various

existing sequence spaces conducted by earlier workers but also investigate a number of

interesting properties of many other such spaces. On the other hand, very special center

of attention is paid for the application of sequence - function spaces in different fields for

the development of sciences and technologies. In particular, we focus on frame theory.

In sequence spaces, a frame can be used to represent the elements of the sequence that

can provide a framework to understand and analyze the signals and data. They have wide

range of applications in signal processing, data compression, audio and image processing

3



etc. Motivated by these things, our research is focused to study sequence spaces as a

generalization of classical sequence spaces using Orlicz function in different directions

to make them more general having more rich properties than the earlier one and use of

sequences in frame theory with their interrelation and applications.

1.3 Objectives

The research objectives of this study are:

1. to extend the theory of sequence spaces using difference operator and Orlicz func-

tion.

2. to study the sequence spaces using Φ-function which is closely related to Orlicz

function.

3. to study the sequence spaces using ideal convergence in 2-normed space.

4. to study the uses of sequences in frame theory.

5. to study frames in non-locally convex Banach spaces and certain properties associ-

ated with Banach frames.

1.4 Outline of the Thesis

The present thesis is focused to the study of the theory of sequence spaces and frame

theories. It is devoted to study the sequence and function spaces as a generalization of

existing spaces to make it more general with rich topological and algebraic properties.

As the application part, the attempt has been made to study uses of sequences in frames

along with their interconnection with applications. Sequence spaces and frames provide a

framework to represent and analyze large set of data and signals in more stable and robust

way, which are used in signal processing, data processing etc. The present thesis consists

of five chapters. For the sake of convenience, some of the definitions and notations will

be repeated occasionally in different chapters. The work begins from chapter 1 providing

introduction of sequence space and frame theory as well as its successive development by

different mathematicians at different time, rationale, objectives, and outlines of the thesis.
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Chapter 2 is devoted to study generalized sequence spaces of null and bounded type

using difference operator with the help of Orlicz function. We introduce and study

c0(M, (X, ||.||), ā, ᾱ) of normed space (X, ||.||) valued difference sequences with the help

of Orlicz function M . This is a generalization of the classical sequence space c0 . Some

topological linear structures and the conditions relating to the containment relations of

the class c0(M, (X, ||.||), ā, ᾱ) in terms of different ā and ᾱ have been investigated. In

the same way, the generalized sequence space of bounded type is studied. Moreover, the

Class l∞(M,X, (Y, ∥.∥)) of Banach Space Y− valued functions is studied as a successive

natural generalization of space of bounded sequences.

In chapter 3, the difference sequence spaces W0(∆, f),W (∆, f) and W∞(∆, f) defined

by non-negative real-valued Φ- function on R have been introduced. The study of some of

their topological properties defined by the paranormed structure on these spaces has been

investigated. As concept of convergence includes the study of analysis, the attention has

been given to study some sequence spaces in 2-normed space using ideal convergence.

Moreover, the necessity of different convergence in the study of sequence spaces have

been stated including statistical convergence.

In chapter 4, as an application of sequences, frames in non-locally convex Banach spaces

have been studied. The certain properties associated with Schauder frames have been es-

tablished. The atomic decomposition in a non- locally convex Banach space lp(0 < p ≤
1) have been studied with its existence through examples. Also, a sufficient condition for

its existence is given and it is observed that if a p-Banach space has an atomic decompo-

sition, then the space is isomorphic to its associated p-Banach sequence space. Further,

necessary and sufficient conditions for an atomic decomposition in a p-Banach space is

studied. The shrinking and strongly shrinking atomic decomposition are studied for the

frames in non-locally Banach spaces.

The chapter 5 is the last chapter of the thesis that includes the summary, conclusions and

recommendation for further works. Besides these, the publications and certificates of

conferences, school, seminar and workshops have been included in appendix.
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Chapter 2

GENERALIZED SEQUENCE SPACES
OF NULL AND BOUNDED TYPE

2.1 Introduction

A sequence space is defined as a linear space of sequences. If ω denotes the set of all

functions from the set of positive integers N to the field K, then it becomes a vector space.

Sequence space is defined as a linear subspace of ω. A sequence of the form (xn)
∞
n=1 is

called a single sequence and a sequence of the form (xmn)
∞
m,n=1 is called a double se-

quence or a matrix.

In this chapter, we introduce and study the sequence spaces of null and bounded type as

a generalization of classical sequence spaces. In the last subsection of this chapter, we

introduce and study the Banach space Y− valued functions using Orlicz function as the

extended work of bounded type sequence space. Before proceeding to main results, we

state some definitions and notations.

2.1.1 Some Well Known Sequence Spaces

Let ω denote the space of all sequences x = (xk), k ≥ 0, over the field C of complex

numbers. Let p̄ = (pk) be any sequence of strictly positive real numbers (not necessarily

bounded in general) and λ̄ = (λk) be any sequence of non zero complex numbers. Then

• c0 = {x = (xk) : |xk| → 0 as k → ∞}, the space of null complex sequences.
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• c = {x = (xk) : ∃ l ∈ C such that |xk − l| → 0 as k → ∞}, the space of conver-

gent complex sequences.

• l∞ = {x = (xk) : supk|xk| <∞}, the space of bounded complex sequences.

• lp = {x = (xk) :
∑∞

1 |xk|p <∞, 0 < p <∞}, the space of absolutely p-summable

complex sequences (l1 is sometimes denoted by l only).

• Γ =
{
x = (xk) : |xk|1/k → 0 as k → ∞

}
, the space of null entire sequences.

• χ =
{
x = (xk) : (k!|xk|)1/k → 0 as k → ∞

}
, the space of integral functions.

If X denotes the normed space and xk’s are the elements of X , then following

vector valued sequence spaces were introduced by Maddox, in his work infinite

matrices of operators[55].

• c0(X) = {x = (xk) : xk ∈ X, k ≥ 1, ||xk|| → 0 as k → ∞}.

• c(X) = {x = (xk) : xk ∈ X, k ≥ 1,∃ l ∈ Xsuch that ||xk − l|| → 0 as k → ∞}.

• l∞(X) = {x = (xk) : xk ∈ X, k ≥ 1, supk||xk|| <∞}.

• lp(X) = {x = (xk) : xk ∈ X, k ≥ 1,
∑∞

1 ||xk||p <∞, 0 < p <∞} .

2.1.2 Generalized Sequence Space

A generalized sequence space or vector valued sequence space is a linear space consisting

of sequences with their terms taken from a vector space. A lot of attempts have been

made to generalize the theory of scalar valued sequence spaces to vector valued sequence

spaces. In this directions, Bhardwaj and Bala [7], Khan [45], Kolk [47], Srivastava and

Pahari [88], Tripathy and Sen [92] and many others have introduced and examined some

properties of vector valued sequence spaces using Orlicz function M , which generalize
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many sequence and function spaces. Moreover, Savas [81] and others have introduced

certain new sequence spaces using Orlicz function in 2−normed space and examined

some of their properties, some of which were subsequently generalized to n−normed

spaces, for instance by Reddy and Dutta [75] and many others.

2.1.3 Köthe−Toeplitz Duals

In classical theory of matrix transformations, one of the basic problems is the representa-

tion of linear functionals by matrices which map between one sequence space to another.

Köthe and Toeplitz [49] were the first who identified the problem and introduced duals of

a sequence spaces. These duals are known as Köthe and Toeplitz duals or α- and β- duals

as defined follows:

Definition 1. Let ω denote the space of all sequences of complex numbers. Then the α-

and β- duals , known as Köthe - Toeplitz duals of X are defined by

Xα =

{
ā = (ak) ∈ ω :

∞∑
1

|akxk| <∞, for all x = (xk) ∈ X

}

Xβ =

{
ā = (ak) ∈ ω :

∞∑
1

akxk converges for all x = (xk) ∈ X

}

These α- and β–duals of commonly occurring sequence spaces c0, c, l∞, lp are well

known[49]. In this direction, these duals and continuous duals of c0(p), c(p), l∞(p), l(p)

have also been characterized, for instance:

1. cα0 = cβ0 = cα = cβ = lα∞ = lβ∞ = l1;

2. If 1 < p <∞, then lαp = lβp = lq, where 1/p+ 1/q = 1;

3. If 0 < p ≤ 1, then lαp = lβp = l∞;

In 2010, Dutta [17] has characterized Köthe-Toeplitz duals of generalized difference

sequence spaces defined by Orlicz function.
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In 2015, Dutta [19] has studied and investigated Köthe-Toeplitz duals of some n−normed

real linear valued difference sequence spaces.

Many mathematicians have introduced Köthe-Toeplitz duals of sequence spaces and their

inclusion relations using matrix transformations, for instances: Ahmad and Mursaleen[1],

Uma and Srinivasan[93].

2.1.4 Orlicz Function

Definition 2. A function M : [0,∞) −→ [0,∞) is called an Orlicz function if it is

continuous, non decreasing and convex with

M(0) = 0, M(x) > 0 for x > 0, and M(x) −→ ∞ as x −→ ∞.

An Orlicz function M can be represented in the following integral form

M(x) =

∫ x

0

q(t)dt

where q, known as the kernel of Orlicz function M , is right- differentiable for t ≥ 0,

q(0) = 0, q(t) > 0 for t > 0, q is non decreasing, and q(t) −→ ∞ as t −→ ∞.[50]

If the convexity of the Orlicz function is replaced by M(x + y) ≤ M(x) +M(y), for all

x, y ∈ [0,∞) then the function M is called modulus function.[76]

The Orlicz function is bijective and continuous on [0,∞).

Example 1. The function

M(x) = xp (1 < p <∞), for all x ≥ 0

is an Orlicz function.

The function

M(x) = x, for all x ≥ 0

is a modulus function.

Definition 3. An Orlicz function M is said to satisfy ∆2- condition for all values of x,

if there exists a constant K > 0 such that M(2x) ≤ KM(x), for all x ≥ 0. The ∆2-

condition is equivalent to the satisfaction of the inequality M(Qx) ≤ KQM(x) for all

values of x for which Q > 1[50].
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2.1.5 Orlicz Sequence Space

The study of Orlicz sequence spaces was initiated to study Banach space theory. The text

by Rao and Ren [74], the monograph by Krasnosel’skiı̂ and Rutickiı̂ [50], the book by

Musielak [63] are devoted entirely to study the fundamental results about Orlicz spaces.

Lindenstrauss and Tzafriri [51] studied important and interesting structural problems in

Banach spaces. Orlicz spaces have a number of useful applications in the theory of non-

linear integral equations, summability, vector valued function, locally convex spaces,

measure theory and integration. Orlicz sequence spaces are the special case of Orlicz

spaces.

Orlicz sequence spaces are one of the natural generalizations of classical sequence spaces

lp. They were first considered by Orlicz in 1936. Afterwards, Lindenstrauss and Tzafriri

[51] had used Orlicz function in order to construct Orlicz sequence space lM given by

lM =

{
x = (xk) ∈ ω :

∞∑
k=1

M

(
|xk|
ρ

)
<∞ for some ρ > 0

}

of scalars (xk). The space is named due to Władysław Orlicz, first defined in 1932 and the

first detailed study on Orlicz spaces was given by Krasnosel’skiı̂ and Rutickiı̂[50]. The

Orlicz sequence space lM becomes a Banach space with the norm given by

||x||M = inf

{
ρ > 0 :

∞∑
k=1

M

(
|xk|
ρ

)
≤ 1

}

Moreover, lM is closely related to the space lp with M(x) = xp; 1 ≤ p < ∞. They have

very rich topological and geometrical properties that do not occur in ordinary lp spaces.

In 1994, Parashar and Choudhary[72] introduced and studied the sequence spaces defined

by Orlicz functions as follow:

lM(p) =

{
x = (xk) ∈ ω :

∞∑
1

[
M

(
|xk|
ρ

)]pk
<∞ for some ρ > 0

}

They studied some of the linear topological and paranormed structures of lM(p) . Their

ideas are applied later by many workers for topologization of various generalized Orlicz

sequence spaces.

In 2007, Bhardwaj and Bala [7] introduced and studied Banach space valued sequence

10



space lM(X, p) defined by Orlicz functions as follows:

lM(X, p) =

{
x = (xk) ∈ ω(X) :

∞∑
1

[
M

(
||xk||
ρ

)]pk
<∞ for some ρ > 0

}

They examined and investigated various algebraic and topological properties of this space.

In 2012, Srivastava and Pahari[89] has introduced and studied vector valued sequence

space defined by Orlicz function as follow:

c0(X,M, λ̄, p) =

{
x = (xk), xk ∈ X :M

(
||λkxk||pk

ρ

)
→ 0, as k → ∞, for some ρ > 0

}
,

which is a generalization of the familiar sequence space c0. They studied the linear topo-

logical structures on c0(X,M, λ̄, p) when topologized it with paranorm

g(x) = inf
{
ρ > 0 : supkM

(
||λkxk||pk/L

ρ

)
≤ 1

}
for x ∈ c0(X,M, λ̄, p).

Demiriz[15], Khan [45], Mastylo[58], Mishra et al.[59], Srivastva and Pahari [88]

and many others have been introduced and studied various sequence spaces using Orlicz

function as a generalization of well known sequence spaces. Savas[81] and many others

have further extended the Orlicz space equipped with 2−normed structure .

2.1.6 2– Normed Sequence Space

The concept of 2–normed space was initially studied by Gähler [28] in the mid of 1960’s

as a generalization of 2−metric space.

Definition 4. Let X be a vector space with dim(X) > 1. A map ∥., .∥: X × X −→ R
satisfying

1. ∥x, y∥ ≥ 0, ∥x, y∥ = 0 if and only if x and y are linearly dependent.

2. ∥x, y∥ = ∥y, x∥

3. ∥αx, y∥ = |α|∥x, y∥ for any real α

4. ∥x+ y, z∥ = ∥x, z∥+ ∥y, z∥ for all x, y, z ∈ X

is called a 2−norm on X . The pair (X, ∥., .∥) is called a 2− normed space.

11



Moreover, Gähler [28] introduced the concept of 2− normed space as a generalization

concept of normed space.

Geometrically, a 2− norm measures the area of the parallelogram spanned by the two

vectors.

Example 2. Let us consider X = R2 being equipped with 2− norm , ∥., .∥= area of the

parallelogram spanned by the vectors x and y. This can be calculated explicitly by the

formula ∥x, y∥ = |x1y2 − x2y1|, where x = (x1, x2) and y = (y1, y2).

In 2007, Sahiner et al. [78] has introduced and studied the ideal convergence in 2−
normed space

(X, ∥., .∥, p̄) =

{
x = (xk) ∈ ω(X) :

∞∑
1

(||xk, z||)pk <∞, for each z ∈ X

}

In 2010, Dutta [20] studied the paranorm structure using the concept of statistical con-

vergence from difference sequence space point of view which are defined over real linear

2−normed space.

In 2010, Dutta and Reddy [75] have introduced and studied the concept of n−normed

space as a further generalization of usual notion of 2−normed space.

Since then several workers have made their contribution and developed the theory of 2−
normed space valued sequence spaces and function spaces in different directions .They

studied the statistically convergent of difference sequence spaces and ideal convergence

on 2–normed linear spaces defined by Orlicz function. In 2013, Srivastava and Pahari[87]

have introduced and studied 2−Banach space valued sequence space defined by Orlicz

function as follows:

c0(X,M, ∥., .∥, λ̄, p̄)

=

{
x = (xk), xk ∈ X : ∃ ρ > 0, satisfying M

(
∥λkxk, z∥pk

ρ

)
→ 0, as k → ∞, z ∈ X

}

This is a generalization of sequence space c0(X,M, λ̄, p) , which is the generaliza-

tion of the familiar sequence space c0. They studied the linear topological structures on

c0(X,M, ||., .||, λ̄, p) when topologized it with paranorm

g(x) = inf
{
ρ > 0 : supkM

(
||λkxk, z||pk/L

ρ

)
≤ 1, for each z ∈ X

}
.
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In 2016, Savas and Gurdal [80] introduced the concepts of ideal uniform convergence

and ideal pointwise convergence of sequences of functions in the topology induced by

random 2−normed space.

In 2016, Dutta, Kilicman and Altun [18] studied analytic study of Orlicz sequence space

defined over 2-normed space. They studied various linear space structure , topological

and other convergence and completeness related properties of the spaces on 2-normed

spaces.

Recently, many mathematicians have studied sequence spaces in different directions in

2− normed to n− normed space, for instances; Dutta[19], Reddy and Dutta[75].

2.2 The Class c0(M, (X, ||.||), ā, ᾱ) of Vector Valued Dif-

ference Sequences

In this section, we introduce and study the sequence spaces of null type using difference

operator. It is the generalization of the classical sequence space c0. We discuss some of

the topological structures in this space. Before proceeding to the main results, we recall

the following definitions and notations.

Definition 5. Kizmaz [46] defined the difference sequence spaces by

co(∆) = {x = (xk) : ∆x ∈ c0}
c(∆) = {x = (xk) : ∆x ∈ c}
l∞(∆) = {x = (xk) : ∆x ∈ l∞} where, ∆x = (∆xk) = (xk–xk+1) and showed that

these spaces are Banach spaces with the norm given by ||x|| = |x1|+ ||∆x||∞.

A sequence x = (xk) is called ∆-convergent if the lim ∆xk is finite and exists. Every

convergent sequence is ∆-convergent but not conversely. If we consider the sequence

(xk) = (3 + k) for all natural numbers k, then (∆xk) = (xk–xk+1) = (−1) for each

natural numbers k. Thus, x = (xk) is divergent but it is ∆-convergent.

Definition 6. Let C be the field of complex numbers and X be a normed space over C .

Let ω(X) denote the linear space of all sequences x = (xk), xk ∈ X, k ≥ 1 with usual

coordinate wise addition and scalar multiplication i.e., for all x, y ∈ ω(X) and α ∈ C,

x+ y = (xk + yk) and αx = (αxk). We shall write ω(C) by ω. Further,for λ̄ = (λk) ∈ ω

and x ∈ ω(X) we have λ̄x = (λkxk). Moreover, a scalar( vector) valued sequence space

means a linear subspace of ω(X).
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The various topological and algebraic properties of sequence spaces with the help of

Orlicz function have been introduced, studied and investigated as a generalization of var-

ious sequence spaces. For instances, we refer a few: Basarir and Altundag[5], Bhardwaj

and Bala[7], Erdem and Demiriz[21], Et et al.[22], Ghosh and Srivastava[32], Kamthan

and Gupta[38], Karakaya[39], Khan[45], Kolk[47], Maddox [56], Pahari[69], Parashar

and Choudhary[72], Rao and Subremanina[73], Savas and Patterson[82], Srivastava and

Pahari[88], Tripathy and Mahanta [91], and Wilansky[94].

Let ᾱ = (αk) and γ̄ = (γk) be the sequences of complex numbers with non-zero terms

and ā = (ak) and b̄ = (bk) be sequences of positive real numbers. Let X be a normed

space over C, and M be an Orlicz function. Now we introduce a new class of sequences

[30].

c0(M, (X, ||.||), ā, ᾱ)

=

{
x = (xk) : limk→∞M

(
||αk∆xk||ak

ρ

)
= 0,where xk ∈ X, k ≥ 1; for some ρ > 0

}
.

It is a class of normed space X-valued sequences.

Furthermore,

• if ak = 1 ∀k ∈ N, then c0(M, (X, ||.||), ā, ᾱ) is denoted by c0(M, (X, ||.||), ᾱ).

• if αk = 1 ∀k ∈ N, then c0(M, (X, ||.||), ā, ᾱ) is denoted by c0(M, (X, ||.||), ā).

• if ak = αk = 1 ∀k ∈ N, then the class c0(M, (X, ||.||), ā, ᾱ) is denoted by

c0(M, (X, ||.||)).

Now we characterize some topological linear structures of c0(M, (X, ||.||), ā, ᾱ) and

then investigate some of the inclusion relations between the classes c0(M, (X, ||.||), ā, ᾱ)
that arise in terms of different sequences ā and ᾱ. We shall denote sup ak = S, ∀k ∈ N.

But when the sequences (ak) and (bk) both occur, then we use the notations sup ak = S(a)

and sup bk = S(b).

2.3 Topological Linear Structures on c0(M, (X, ||.||), ā, ᾱ)

In this section, we study the linear structure of c0(M, (X, ||.||), ā, ᾱ) of vector valued dif-

ference sequences defined by using Orlicz function M . It is a generalization of sequence

space c0. Also, we investigate the conditions pertaining to the containment relations of
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c0(M, (X, ||.||), ā, ᾱ) in terms of different sequences ā and ᾱ. Throughout this section,

the following inequality will be used:

|x+ y|ak ≤ H {|x|ak + |y|ak}, where; x, y ∈ C, 0 < ak ≤ supkak = S,

and H = max(1, 2S−1).

Moreover, we shall denote ck = bk
ak

and δk = |αk

γk
|ak .

Theorem 2.3.1. [30] The class c0(M, (X, ||.||), ā, ᾱ) of difference sequences is a linear

space over C if and only if supkak = S <∞.

Proof. Let c0(M, (X, ||.||), ā, ᾱ) be a linear space over C but supkak = ∞. Then there

exists a sequence of positive integers (k(n)) satisfying the condition

1 ≤ k(n) < k(n+ 1);n ≥ 1, and ak(n) > n;n ≥ 1.

Let z ∈ X with ||z|| = 1. We now define a sequence x = (xk) as

∆xk =

 αk(n)
−1n

− 2
ak(n) z, if k = k(n); n ≥ 1

0, otherwise
(2.1)

Let ρ > 0 be given. Then from (2.1), using convexity of Orlicz function M , we can write

M

(
||αk∆xk||ak

ρ

)
=M

 ||n
− 2

ak(n) z||ak(n)

ρ

 =M

(
1

n2ρ

)
≤M

(
1

ρ

)
1

n2

and M
(

||αk∆xk||ak
ρ

)
= 0, otherwise.

This shows that limk→∞M
(

||αk∆xk||ak
ρ

)
= 0 and therefore x ∈ c0(M, (X, ||.||), ā, ᾱ). But

on the other hand, for any ρ > 0 and taking v = 4 for vx, we find that for k = k(n);n ≥ 1

M

(
||αkv∆xk||ak

ρ

)
=M

 ||4n
− 2

ak(n) z||ak(n)

ρ

 =M

(
4n

n2ρ

)
≥M

(
1

ρ

)

This shows that limk→∞M
(

||αkv∆xk||ak
ρ

)
̸= 0.

Therefore vx does not belong to c0(M, (X, ||.||), ā, ᾱ), which contradicts our assumption.

For sufficiency part, assume that supkak = S < ∞. Let x = (xk), y = (yk) ∈
c0(M, (X, ||.||), ā, ᾱ) and β, v ∈ C. Then there exists positive real numbers ρ1 and ρ2
such that

15



lim
k→∞

M

(
||αk∆xk||ak

ρ1

)
= 0

and

lim
k→∞

M

(
||αk∆yk||ak

ρ2

)
= 0.

We now choose ρ3 > 0 such that

max(1, |β|s) ≤ ρ3
2Hρ1

and

max(1, |v|s) ≤ ρ3
2Hρ2

.

Now applying the convex and non decreasing properties of Orlicz function, we have

lim
k→∞

M

(
||αk(β∆xk + v∆yk)||ak

ρ3

)
≤ lim

k→∞
M

(
H||βαk∆xk||ak +H||vαk∆yk)||ak

ρ3

)
= lim

k→∞
M

(
H|β|ak ||αk∆xk||ak

ρ3
+
H|v|ak ||αk∆yk)||ak

ρ3

)
≤ lim

k→∞
M

(
Hmax(1, |β|s)||αk∆xk||ak

ρ3
+
Hmax(1, |v|s)||αk∆yk)||ak

ρ3

)
≤ lim

k→∞
M

(
1

2ρ1
||αk∆xk||ak +

1

2ρ2
||αk∆yk)||ak

)
≤ 1

2
lim
k→∞

M

(
||αk∆xk||ak

ρ1

)
+

1

2
lim
k→∞

M

(
||αk∆yk||ak

ρ2

)
= 0.

This implies that βx + vy ∈ c0(M, (X, ||.||), ā, ᾱ) and hence it is a linear space over

C.

Lemma 2.3.1. [30] For any ā = (ak), c0(M, (X, ||.||), ā, ᾱ) ⊂ c0(M, (X, ||.||), ā, γ̄)
if lim inf k δk > 0.

Proof. Assume that lim infk δk > 0 i.e. lim infk|αk

γk
|ak > 0. Then there exists q > 0 such

that q|γk|ak < |αk|ak ∀k sufficiently large.

Let x = (xk) ∈ c0(M, (X, ||.||), ā, ᾱ). Then for some ρ > 0, we have
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lim
k→∞

M

(
||αk∆xk||ak

ρ

)
= 0.

Now we choose ρ1 > 0 such that ρ ≤ qρ1. Using the non decreasing property of Orlicz

function, we have

M

(
||γk∆xk||ak

ρ1

)
≤M

(
||αk∆xk||ak

ρ

)
.

This implies that x ∈ c0(M, (X, ||.||), ā, γ̄).
Hence c0(M, (X, ||.||), ā, ᾱ) ⊂ c0(M, (X, ||.||), ā, γ̄).

Lemma 2.3.2. [30] Let ā = (ak). If c0(M, (X, ||.||), ā, ᾱ) ⊂ c0(M, (X, ||.||), ā, γ̄) then

lim infk δk > 0.

Proof. Assume that c0(M, (X, ||.||), ā, ᾱ) ⊂ c0(M, (X, ||.||), ā, γ̄) holds but lim inf k|αk

γk
|ak =

0. Then there exists a sequence of positive integers (k(n)) satisfying the condition

1 ≤ k(n) < k(n+ 1), n ≥ 1 and

n2|αk(n)|ak(n) < |γk(n)|ak(n) , ∀n ≥ 1. (2.2)

Let z ∈ X , with ||z|| = 1. We now define a sequence x = (xk) as

∆xk =

 αk(n)
−1n

− 2
ak(n) z, if k = k(n); n ≥ 1

0, otherwise
(2.3)

Let ρ > 0 be given. Then for k = k(n), n ≥ 1, using convexity of M , we have

M

(
||αk∆xk||ak

ρ

)
=M

 ||n
− 2

ak(n) z||ak(n)

ρ

 =M

(
1

n2ρ

)
≤M

(
1

ρ

)
1

n2

and M
(

||αk∆xk||ak
ρ

)
= 0, otherwise.

This shows that limk→∞M
(

||αk∆xk||ak
ρ

)
= 0 and therefore x ∈ c0(M, (X, ||.||), ā, γ̄).

But on the other hand, for any ρ > 0 and k = k(n), n ≥ 1 and from (2.2) and (2.3),

we obtain

M
(

||γk∆xk||ak
ρ

)
=M

 ||
γk(n)
αk(n)

n
− 2

ak(n) z||ak(n)

ρ

 =M
(
| γk(n)

αk(n)
|ak(n) 1

n2ρ

)
≥M

(
1
ρ

)
.

This shows that limk→∞M
(

||γk∆xk||ak
ρ

)
̸= 0 and hence x /∈ c0(M, (X, ||.||), ā, γ̄), a
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contradiction. This completes the proof.

Next, combining Lemma (2.3.1) and Lemma(2.3.2), we obtain the following theorem.

Theorem 2.3.2. [30] For any ā = (ak), c0(M, (X, ||.||), ā, ᾱ) ⊂ c0(M, (X, ||.||), ā, γ̄) if

and only if lim infk δk > 0.

Theorem 2.3.3. [30] For any ā = (ak), c0(M, (X, ||.||), ā, γ̄) ⊂ c0(M, (X, ||.||), ā, ᾱ) if

and only if lim supk δk > 0.

Proof. Let lim sup k|αk

γk
|ak <∞. Then there exists Q > 0 such that

Q|γk|ak > |αk|ak ∀k sufficiently large. Then analogous to the proof of Lemma (2.3.1),

the sufficient part follows.

For the necessity part of the theorem, suppose c0(M, (X, ||.||), ā, γ̄) ⊂ c0(M, (X, ||.||), ā, ᾱ)
holds. Suppose lim supk δk = ∞. Then there exists a sequence of positive integers (k(n))

satisfying 1 ≤ k(n) < k(n+ 1);n ≥ 1, for which

|αk(n)|ak(n) > n2|γk(n)|ak(n) , ∀n ≥ 1 (2.4)

Now as proved in Lemma (2.3.2), corresponding to z ∈ X with ||z|| = 1, we can con-

struct a sequence x = (xk) by

∆xk =

 γk(n)
−1n

− 2
ak(n) z, if k = k(n); n ≥ 1

0, otherwise
(2.5)

Now in view of (2.4) and (2.5), we can show that x ∈ c0(M, (X, ||.||), ā, γ̄) but x /∈
c0(M, (X, ||.||), ā, ᾱ) which contradicts our assumption. This completes the proof.

On combining Theorem (2.3.2) and Theorem (2.3.3), one can obtain the following

theorem.

Theorem 2.3.4. [30] For any ā = (ak), c0(M, (X, ||.||), ā, ᾱ) = c0(M, (X, ||.||), ā, γ̄) if

and only if 0 < lim infk δk ≤ lim supk δk <∞.

Corollary 2.3.1. [30] Let ā = (ak). Then we have

1. c0(M, (X, ||.||), ā, ᾱ) ⊂ c0(M, (X, ||.||), ā) if and only if lim inf k|αk|ak > 0.

2. c0(M, (X, ||.||), ā) ⊂ c0(M, (X, ||.||), ā, ᾱ) if and only if lim supk|αk|ak <∞.
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3. c0(M, (X, ||.||), ā, ᾱ) = c0(M, (X, ||.||), ā) if and only if

0 < lim infk |αk|ak ≤ lim supk |αk|ak <∞.

Proof. The statements (1), (2), (3) follow by taking γk = 1, ∀k ∈ N in Theorem (2.3.2),

(2.3.3), (2.3.4).

Lemma 2.3.3. [30] For any ᾱ = (αk),if c0(M, (X, ||.||), ā, ᾱ) ⊂ c0(M, (X, ||.||), b̄, ᾱ)
then lim infkck > 0.

Proof. Suppose that c0(M, (X, ||.||), ā, ᾱ) ⊂ c0(M, (X, ||.||), b̄, ᾱ) holds but lim infkck =

0 i.e lim infk bk
ak

= 0. Then there exists a sequence of positive integers (k(n)) satisfying

1 ≤ k(n) < k(n+ 1), for which

nbk(n) < ak(n), ∀n ≥ 1 (2.6)

Now, let z ∈ X with ||z|| = 1. We can construct a sequence x = (xk) by

∆xk =

 α−1
k(n)n

− 1
ak(n) z, if k = k(n); n ≥ 1

0, otherwise
(2.7)

Let ρ > 0. Then for k = k(n), n ≥ 1 and using properties of Orlicz function, we have

M

(
||αk∆xk||ak

ρ

)
=M

 ||n
− 1

ak(n) z||ak(n)

ρ

 =M

(
||z||ak(n)

nρ

)
≤ 1

n
M

(
1

ρ

)

and M
(

||αk∆xk||ak
ρ

)
= 0 for k ̸= k(n), n ≥ 1.

Thus limk→∞M
(

||αk∆xk||ak
ρ

)
= 0 and hence x ∈ c0(M, (X, ||.||), ā, ᾱ). But, for each

k = k(n), n ≥ 1 and from (2.6) and (2.7), we have

M

(
||αk∆xk||bk

ρ

)
=M

 ||n
− 1

ak(n) z||bk(n)

ρ

 ≥M

(
1

ρn
1
n

)
≥M

(
1

ρ
√
e

)
.

This shows that limk→∞M
(

||αk∆xk||bk
ρ

)
̸= 0 and hence x /∈ c0(M, (X, ||.||), b̄, ᾱ), a

contradiction.

Lemma 2.3.4. [30] For any ᾱ = (αk), c0(M, (X, ||.||), ā, ᾱ) ⊂ c0(M, (X, ||.||), b̄, ᾱ)
if lim infkck > 0
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Proof. Assume that lim infkck > 0 i.e. lim infk bk
ak
> 0. Then there exists q > 0 such that

bk
ak
> q,∀k sufficiently large. Let x = (xk) ∈ c0(M, (X, ||.||), ā, ᾱ).

Then for some ρ > 0,

lim
k→∞

M

(
||αk∆xk||ak

ρ

)
= 0.

Hence for a given ϵ > 0, if we choose a positive number η such that η < 1 satisfying

ηqM
(

1
ρ

)
< ϵ. Then we have

M
(

||αk∆xk||ak
ρ

)
< M

(
η
ρ

)
,∀k sufficiently large.

Since M is non decreasing, therefore ∀k sufficiently large, we have ||αk∆xk||ak < η < 1

and hence ||αk∆xk|| < 1.

Since Orlicz function is convex, we can write,

M

(
||αk∆xk||bk

ρ

)
≤M

(
[||αk∆xk||ak ]q

ρ

)
≤M

(
ηq

ρ

)
≤ ηqM

(
1

ρ

)
< ϵ,∀k,

sufficiently large.

This implies limk→∞M
(

||αk∆xk||bk
ρ

)
= 0 and hence x ∈ c0(M, (X, ||.||), b̄, ᾱ).

Thus c0(M, (X, ||.||), ā, ᾱ) ⊂ c0(M, (X, ||.||), b̄, ᾱ).

Next combining lemma (2.3.3) and lemma (2.3.4), one can obtain the following the-

orem.

Theorem 2.3.5. [30] For any ᾱ = (αk), c0(M, (X, ||.||), ā, ᾱ) = c0(M, (X, ||.||), b̄, ᾱ) if

and only if lim infkck > 0

Lemma 2.3.5. [30] For any ᾱ = (αk), if c0(M, (X, ||.||), b̄, ᾱ) ⊂ c0(M, (X, ||.||), ā, ᾱ)
then lim supkck <∞.

Proof. Let the inclusion holds but lim supkck = ∞. That is, lim supk
bk
ak

= ∞. Then there

exists a sequence of positive integers (k(n)) satisfying 1 ≤ k(n) < k(n + 1), n ≥ 1, for

which

bk(n) > nak(n);∀n ≥ 1. (2.8)

Let z ∈ X with ||z|| = 1. Now, we can define a sequence x = (xk) by

∆xk =

 α−1
k(n)n

− 1
bk(n) z, if k = k(n); n ≥ 1

0, otherwise
(2.9)

20



Suppose ρ > 0. Then using properties of Orlicz function, for each k = k(n), n ≥ 1; we

obtain

M

(
||αk∆xk||bk

ρ

)
=M

 ||n
− 1

bk(n) z||bk(n)

ρ

 =M

(
||z||bk(n)

nρ

)
≤ 1

n
M

(
1

ρ

)

and M
(

||αk∆xk||bk
ρ

)
= 0 for each k ̸= k(n), n ≥ 1.

This shows that limk→∞M
(

||αk∆xk||bk
ρ

)
= 0 and so x ∈ c0(M, (X, ||.||), b̄, ᾱ).

But, on the other hand, for each k = k(n), n ≥ 1 and from (2.8) and (2.9), we obtain

M

(
||αk∆xk||ak

ρ

)
=M

 ||n
− 1

bk(n) z||ak(n)

ρ

 ≥M

(
1

ρn
1
n

)
≥M

(
1

ρ
√
e

)
.

This implies that limk→∞M
(

||αk∆xk||ak
ρ

)
̸= 0 and hence x /∈ c0(M, (X, ||.||), ā, ᾱ),

which is a contradiction.

Lemma 2.3.6. [30] For any ᾱ = (αk), c0(M, (X, ||.||), b̄, ᾱ) ⊂ c0(M, (X, ||.||), ā, ᾱ) if

lim supkck <∞.

Proof. Assume that lim supkcki.e. lim supk
bk
ak
< ∞. Then ∃Q > 0 such that bk

ak
< Q,∀k

sufficiently large. Then analogous to Lemma (2.3.5), we can easily show that

c0(M, (X, ||.||), b̄, ᾱ) ⊂ c0(M, (X, ||.||), ā, ᾱ).

Next, combining the Lemma (2.3.5) and Lemma (2.3.6), one can obtain the following

theorem.

Theorem 2.3.6. [30] For any ᾱ = (αk), c0(M, (X, ||.||), b̄, ᾱ) = c0(M, (X, ||.||), ā, ᾱ) if

and only if lim supkck <∞.

On combining the Theorem (2.3.5) and Theorem (2.3.6), one can obtain the following

theorem.

Theorem 2.3.7. [30] For any ᾱ = (αk), c0(M, (X, ||.||), ā, ᾱ) = c0(M, (X, ||.||), b̄, ᾱ) if

and only if 0 < lim infkck ≤ lim supkck <∞.

Corollary 2.3.2. [30] For the sequence ᾱ = (αk), following statements holds:

1. c0(M, (X, ||.||), ᾱ) = c0(M, (X, ||.||), ā, ᾱ) if and only if lim infkak > 0.

2. c0(M, (X, ||.||), ā, ᾱ) = c0(M, (X, ||.||), ᾱ) if and only if lim supkak <∞.
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3. c0(M, (X, ||.||), ā, ᾱ) = c0(M, (X, ||.||), ᾱ) if and only if

0 < lim infkak ≤ lim supkak <∞.

Proof. The statements (1), (2), (3) follow by taking ak = 1; ∀k and replacing b̄ by

ā in the Theorems (2.3.5), (2.3.6), (2.3.7) respectively.

The results proved here can be used to establish the results of sequence spaces of

bounded and convergent type. The results can be used for further generalization of se-

quence space of these types or similar.

2.4 The Class l∞(M, (X, ||.||), ā, ᾱ) of Vector Valued Dif-

ference Sequences

Let ᾱ = (αk) and γ̄ = (γk) be the sequences of complex numbers with non-zero terms

and ā = (ak) and b̄ = (bk) be sequences of positive real numbers. Let X be a normed

space over C, and M be an Orlicz function. Now we introduce a new class as follows

l∞(M, (X, ||.||), ā, ᾱ)

=

{
x = (xk) : supkM

(
||αk∆xk||ak

ρ

)
<∞ ,where xk ∈ X, k ≥ 1; for some ρ > 0

}
.

It is a class of normed space X-valued sequences.

Furthermore,

• if ak = 1 ∀k ∈ N, l∞(M, (X, ||.||), ā, ᾱ) is denoted by l∞(M, (X, ||.||), ᾱ)

• if αk = 1 ∀k ∈ N, l∞(M, (X, ||.||), ā, ᾱ) is denoted by l∞(M, (X, ||.||), ā).

• if ak = αk = 1 ∀k ∈ N, l∞(M, (X, ||.||), ā, ᾱ) is denoted by l∞(M, (X, ||.||)).

Now, we state and prove some of the properties of the linear structure of l∞(M, (X, ||.||), ā, ᾱ)
of vector valued difference sequences defined by using Orlicz function M . It is a gener-

alization of basic sequence space l∞. We characterize some topological linear structures

of l∞(M, (X, ||.||), ā, ᾱ) and then investigate some of the inclusion relations between the

classes l∞(M, (X, ||.||), ā, ᾱ) that arise in terms of different ā and ᾱ.

We shall denote sup ak = S, ∀k ∈ N.
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When ak and bk both occur, then we use sup ak = S(a) and sup bk = S(b).

The following inequality is used to establish the some of the statements of this section:

|x + y|ak ≤ H {|x|ak + |y|ak}, where; x, y ∈ C, 0 < ak ≤ supkak = S, and H =

max(1, 2S−1).

Also ,we shall denote ck = bk
ak

and δk = |αk

γk
|ak .

Theorem 2.4.1. The class l∞(M, (X, ||.||), ā, ᾱ) of difference sequences is a linear space

over C if and only if supkak = S <∞.

Proof. The proof of this theorem can done in the similar way that we have proved the

theorem (2.3.1) in the previous section.

Theorem 2.4.2. For any sequence ā = (ak), l∞(M, (X, ||.||), ā, ᾱ) ⊂ l∞(M, (X, ||.||), ā, γ̄)
if and only if lim inf k δk > 0.

Proof. Let lim infk δk > 0 i.e. lim infk|αk

γk
|ak > 0. Then there exists q > 0 such that

q|γk|ak < |αk|ak ∀k sufficiently large. Let x = (xk) ∈ l∞(M, (X, ||.||), ā, ᾱ), then for

some ρ > 0, we have

sup
k
M

(
||αk∆xk||ak

ρ

)
<∞.

Now we choose ρ1 > 0 such that ρ ≤ qρ1. Using the property of Orlicz function, we have

M

(
||γk∆xk||ak

ρ1

)
≤M

(
||αk∆xk||ak

ρ

)
.

This implies that

x ∈ l∞(M, (X, ||.||), ā, γ̄).

Hence,

l∞(M, (X, ||.||), ā, ᾱ) ⊂ l∞(M, (X, ||.||), ā, γ̄).

Conversely, assume that l∞(M, (X, ||.||), ā, ᾱ) ⊂ l∞(M, (X, ||.||), ā, γ̄) holds but lim

inf k|αk

γk
|ak = 0. Then there exists a sequence of positive integers (k(n)) satisfying the

conditions

1 ≤ k(n) < k(n+ 1), n ≥ 1 and

n2|αk(n)|ak(n) < |γk(n)|ak(n) ,∀n ≥ 1 (2.10)
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Let z ∈ X , with ||z|| = 1. We now define a sequence x = (xk) such that

∆xk =

 αk(n)
−1n

− 2
ak(n) z, if k = k(n); n ≥ 1

0, otherwise
(2.11)

Let ρ > 0 be given. Then for k = k(n), n ≥ 1, using convexity of Orlicz function, we

have

M

(
||αk∆xk||ak

ρ

)
=M

 ||n
− 2

ak(n) z||ak(n)

ρ

 =M

(
1

n2ρ

)
≤M

(
1

ρ

)
1

n2

and M
(

||αk∆xk||ak
ρ

)
= 0, otherwise.

This shows that supkM
(

||αk∆xk||ak
ρ

)
<∞ and therefore x ∈ l∞(M, (X, ||.||), ā, ᾱ)

On the other hand, for any ρ > 0 and k = k(n), n ≥ 1 and from (2.10) and (2.11),

we obtain

M
(

||γk∆xk||ak
ρ

)
=M

 ||
γk(n)
αk(n)

n
− 2

ak(n) z||ak(n)

ρ

 =M
(
| γk(n)

αk(n)
|ak(n) 1

n2ρ

)
≥M

(
1
ρ

)
.

This shows that supkM( ||γk∆xk||ak
ρ

) is not bounded and hence x /∈ l∞(M, (X, ||.||), ā, γ̄),
a contradiction. This completes the proof.

Theorem 2.4.3. For any ā = (ak), l∞(M, (X, ||.||), ā, γ̄) ⊂ l∞(M, (X, ||.||), ā, ᾱ) if and

only if lim supk δk > 0.

Proof. Let lim supk|αk

γk
|ak <∞. Then there exists Q > 0 such that

Q|γk|ak > |αk|ak ∀k sufficiently large. Then analogous to the proof of Theorem (2.4.2),

the sufficient part follows.

For the necessity part of the theorem, suppose l∞(M, (X, ||.||), ā, γ̄) ⊂ l∞(M, (X, ||.||), ā, ᾱ)
holds. Suppose lim supk δk = ∞. Then there exists a sequence of positive integers k(n)

satisfying 1 ≤ k(n) < k(n+ 1);n ≥ 1, for which

|αk(n)|ak(n) > n2|γk(n)|ak(n) , ∀n ≥ 1 (2.12)

Now as proved in Theorem (2.4.2), corresponding to z ∈ X with ||z|| = 1 , we can

construct a sequence x = (xk) by
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∆xk =

 γk(n)
−1n

− 2
ak(n) z, if k = k(n); n ≥ 1

0, otherwise
(2.13)

Now in view of (2.12) and (2.13), we can show that x ∈ l∞(M, (X, ||.||), ā, γ̄) but x /∈
l∞(M, (X, ||.||), ā, ᾱ) which contradicts our assumption. This completes the proof.

On combining Theorem (2.4.2) and Theorem (2.4.3), one can obtain the following

theorem.

Theorem 2.4.4. For any ā = (ak), l∞(M, (X, ||.||), ā, ᾱ) = l∞(M, (X, ||.||), ā, γ̄) if and

only if 0 < lim infk δk ≤ lim supk δk <∞.

Corollary 2.4.1. For any ā = (ak), we have

1. l∞(M, (X, ||.||), ā, ᾱ) ⊂ l∞(M, (X, ||.||), ā) if and only if lim inf k|αk|ak > 0.

2. l∞(M, (X, ||.||), ā) ⊂ l∞(M, (X, ||.||), ā, ᾱ) if and only if lim supk|αk|ak <∞.

3. l∞(M, (X, ||.||), ā, ᾱ) = l∞(M, (X, ||.||), ā) if and only if

0 < lim infk |αk|ak ≤ lim supk |αk|ak <∞.

Proof. The statements (1), (2), (3) follow by taking γk = 1, ∀k ∈ N in Theorem (2.4.2),

(2.4.3), (2.4.4).

Theorem 2.4.5. For any ᾱ = (αk),if l∞(M, (X, ||.||), ā, ᾱ) ⊂ l∞(M, (X, ||.||), b̄, ᾱ) if

and only if lim infkck > 0.

Proof. Suppose that l∞(M, (X, ||.||), ā, ᾱ) ⊂ l∞(M, (X, ||.||), b̄, ᾱ) holds but lim infkck =

0 i.e lim infk bk
ak

= 0. Then there exists a sequence of positive integers (k(n)) satisfying

1 ≤ k(n) < k(n+ 1), for which

nbk(n) < ak(n), ∀n ≥ 1 (2.14)

Now, let z ∈ X with ||z|| = 1. We can construct a sequence x = (xk) by

∆xk =

 α−1
k(n)n

− 1
ak(n) z, if k = k(n); n ≥ 1

0, otherwise
(2.15)
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Let ρ > 0. Then for k = k(n), n ≥ 1 and using properties of Orlicz function, we have

M

(
||αk∆xk||ak

ρ

)
=M

 ||n
− 1

ak(n) z||ak(n)

ρ

 =M

(
||z||ak(n)

nρ

)
≤ 1

n
M

(
1

ρ

)

and M
(

||αk∆xk||ak
ρ

)
= 0 for k ̸= k(n), n ≥ 1.

Thus supkM
(

||αk∆xk||ak
ρ

)
< ∞ and hence x ∈ l∞(M, (X, ||.||), ā, ᾱ). But, for each

k = k(n), n ≥ 1 and from (2.14) and (2.15), we have

M

(
||αk∆xk||bk

ρ

)
=M

 ||n
− 1

ak(n) z||bk(n)

ρ

 ≥M

(
1

ρn
1
n

)
≥M

(
1

ρ
√
e

)
.

This shows that supkM( ||αk∆xk||bk
ρ

) is not bounded.

Hence x does not belong to l∞(M, (X, ||.||), b̄, ᾱ), a contradiction.

Conversely, assume that lim infkck > 0 i.e. lim infk bk
ak
> 0. Then there exists q > 0

such that bk
ak
> q,∀k sufficiently large. Let x = (xk) ∈ l∞(M, (X, ||.||), ā, ᾱ). Then for

some ρ > 0, supkM( ||αk∆xk||ak
ρ

) < ∞. Hence for a given ϵ > 0, if we choose a positive

number η such that η < 1 satisfying ηqM
(

1
ρ

)
< ϵ, then we have M

(
||αk∆xk||ak

ρ

)
<

M
(

η
ρ

)
, ∀k sufficiently large. Since M is non decreasing, therefore ∀k sufficiently large,

we have ||αk∆xk||ak < η < 1 and hence ||αk∆xk|| < 1. Since Orlicz function is convex,

we can write,

M

(
||αk∆xk||bk

ρ

)
≤M

(
[||αk∆xk||ak ]q

ρ

)
≤M

(
ηq

ρ

)
≤ ηqM

(
1

ρ

)
< ϵ,∀k,

sufficiently large.

This implies that supkM( ||αk∆xk||bk
ρ

) < ∞ and so x ∈ l∞(M, (X, ||.||), b̄, ᾱ) and hence

l∞(M, (X, ||.||), ā, ᾱ) ⊂ l∞(M, (X, ||.||), b̄, ᾱ).

Theorem 2.4.6. For any sequence ᾱ = (αk), l∞(M, (X, ||.||), b̄, ᾱ) ⊂ l∞(M, (X, ||.||), ā, ᾱ)
if and only if lim supkck <∞.

Proof. Let the inclusion holds but lim supkck = ∞. That is, lim supk
bk
ak

= ∞. Then there

exists a sequence of positive integers (k(n)) satisfying 1 ≤ k(n) < k(n + 1), n ≥ 1, for

which

bk(n) > nak(n);∀n ≥ 1. (2.16)
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Let z ∈ X with ||z|| = 1. Now, we can define a sequence x = (xk) by

∆xk =

 α−1
k(n)n

− 1
bk(n) z, if k = k(n); n ≥ 1

0, otherwise
(2.17)

Suppose ρ > 0.Then using properties of Orlicz function, for each k = k(n), n ≥ 1; we

obtain

M

(
||αk∆xk||bk

ρ

)
=M

 ||n
− 1

bk(n) z||bk(n)

ρ

 =M

(
||z||bk(n)

nρ

)
≤ 1

n
M

(
1

ρ

)

and M
(

||αk∆xk||bk
ρ

)
= 0 for each k ̸= k(n), n ≥ 1.

This shows that supkM( ||αk∆xk||bk
ρ

) < ∞ and so x ∈ l∞(M, (X, ||.||), b̄, ᾱ). But, for

each k = k(n), n ≥ 1 and from (2.16) and (2.17), we obtain

M

(
||αk∆xk||ak

ρ

)
=M

 ||n
− 1

bk(n) z||ak(n)

ρ

 ≥M

(
1

ρn
1
n

)
≥M

(
1

ρ
√
e

)
.

This implies that supkM( ||αk∆xk||ak
ρ

) is not bounded and hence x /∈ l∞(M, (X, ||.||), ā, ᾱ),
which is a contradiction.

Conversely, assume that lim supkcki.e. lim supk
bk
ak

< ∞. Then ∃Q > 0 such that
bk
ak
< Q, ∀k sufficiently large. Then analogous to Theorem (2.4.5), we can easily show

that

l∞(M, (X, ||.||), b̄, ᾱ) ⊂ l∞(M, (X, ||.||), ā, ᾱ).

Next, combining the Theorem (2.4.5) and Theorem (2.4.6), one can obtain the fol-

lowing theorem.

Theorem 2.4.7. For any sequence ᾱ = (αk), l∞(M, (X, ||.||), ā, ᾱ) = l∞(M, (X, ||.||), b̄, ᾱ)
if and only if 0 < lim infkck ≤ lim supkck <∞.

In next section, we define and study the class l∞(M,X, (Y, ∥.∥)) of Banach space Y−
valued functions defined by Orlicz function. We study some of the topological structures

of this class.

27



2.5 The Class l∞(M,X, (Y, ∥.∥)) of Banach Space Y -Valued

Functions

In functional analysis, the function lp is a natural generalization of the p-norm on finite-

dimensional linear space. It has a very rich topological structure. The idea of the Orlicz

sequence spaces were firstly introduced by W. Orlicz in 1931 as a natural generalization

of the classical space lp.

Recently, a large number of research studies have been carried out on various types

of topological structures of Orlicz sequence and function spaces. Orlicz spaces have been

studied by numerous researchers in a various aspects. They have been introduced and

studied the algebraic and topological properties of various sequence and function spaces

using Orlicz function as the generalizations of various well known sequence spaces and

function spaces. Before proceeding with the main work, we begin with recalling some

notations and basic definitions that are used in this section.

Definition 7. A non-decreasing, continuous, and convex function M : [0,∞) → [0,∞)

is said to be an Orlicz function if M satisfies the following conditions:

1. M(0) = 0

2. M(x) > 0 for x > 0

3. M(x) → ∞ as x→ ∞. (see [50])

It is said to satisfy ∆2- condition, if M(2x) ≤ QM(x), for all x ≥ 0 and a constant

Q > 0. It is equivalent to the condition M(Kx) ≤ QKM(x), ∀x and K > 1.(see [50])

Definition 8. Let ω be the space of all real or complex valued sequences x = (xk).

Lindenstrauss and Tzafriri [51] used the idea of Orlicz function to construct the following

sequence space

lM = inf

{
x = (xk) ∈ ω :

∞∑
k=1

M

(
|xk|
ρ

)
<∞, for some ρ > 0

}
of scalars x = (xk), known as an Orlicz sequence space. The space lM forms a Banach

space with the norm defined by

∥x∥M = inf
{
ρ > 0 :

∑∞
k=1M

(
|xk|
ρ

)
≤ 1
}
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called Luxemburg norm.

The space lM is closely related to the space lp with M(x) = xp, (p ≥ 1).

It is proved that Orlicz sequence space contain a subspace isomorphic to lp and have

very rich topological and geometrical properties that do not occur in ordinary lp space.

The more extensive studies including the applications of Orlicz spaces, are given Rao and

Ren [74]. In fact, Maddox [56] , Srivastava and Pahari[88] and many others have been

introduced and studied the algebraic and topological properties of various function spaces

in normed space. All these function spaces generalize and unify various existing basic

sequence spaces studied in Functional Analysis.

Let X be an arbitrary non empty set(not necessarily countable) and F(X) be the

collection of all finite subsets ofX directed by inclusion relation. Let (Y, ∥.∥) be a Banach

space over the field of complex number C. We now introduce a new class of Banach space

Y - valued functions using Orlicz function M as follows:

l∞(M,X, (Y, ∥.∥)) =
{
ϕ : X −→ Y : sup

x∈X
M

(
∥ϕ(x)∥
ρ

)
<∞, for some ρ > 0

}
(2.18)

Moreover, we define the subclass l̄∞(M,X, (Y, ∥.∥)) of l∞(M,X, (Y, ∥.∥)) as

l̄∞(M,X, (Y, ∥.∥)) =
{
ϕ : X −→ Y : sup

x∈X
M

(
∥ϕ(x)∥
ρ

)
<∞, for all ρ > 0

}
(2.19)

2.5.1 Linear Topological Structures of l∞(M,X, (Y, ∥.∥))

In this subsection, we investigate some results that characterize the linear topological

structure of the class l∞(M,X, (Y, ∥.∥)) by endowing it with suitable norm.

As far as the linear space structures of the class l∞(M,X, (Y, ∥.∥)) over the field C are

concerned, we take point-wise vector operations, i.e, for any ϕ, ψ ∈ l∞(M,X, (Y, ∥.∥)),
we have

(ϕ+ ψ) = ϕ(x) + ψ(x), x ∈ X

and (αϕ)(x) = αϕ(x), x ∈ X,α ∈ C.

Moreover, we denote zero element of the space by θ by which we mean the function

θ : X −→ Y such that θ(x) = 0 for all x ∈ X .

Theorem 2.5.1. The class l∞(M,X, (Y, ∥.∥)) forms a linear space over the field C with

respect to the point-wise vector operations.
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Proof. Let us suppose that ϕ, ψ ∈ l∞(M,X, (Y, ∥.∥)), ρ1 > 0 and ρ2 > 0 associated with

ϕ and ψ respectively and scalars α, β ∈ C. Then there exists J1, J2 ∈ F(X) such that

sup
x∈X

M

(
||ϕ(x)||
ρ1

)
<∞,∀x ∈ (X\ J1),

and

sup
x∈X

M

(
||ψ(x)||
ρ2

)
<∞, ∀x ∈ (X\ J2).

Let us choose

ρ3 = Max {2|α|ρ1, 2|β|ρ2} .

Since M is non-decreasing and convex, we have

sup
x∈X

M

(
||αϕ(x) + βψ(x)||

ρ3

)
≤ sup

x∈X
M

(
α||ϕ(x)||

ρ3
+
β||ψ(x)||

ρ3

)
≤1

2
sup
x∈X

M

(
||ϕ(x)||
ρ1

)
+

1

2
sup
x∈X

M

(
||ψ(x)||
ρ2

)
<∞,

for all x ∈ X\ (J1 ∪ J2).

Thus for ϕ, ψ ∈ l∞(M,X, (Y, ∥.∥)), we have αϕ+ βψ ∈ l∞(M,X, (Y, ∥.∥)).
Therefore, l∞(M,X, (Y, ∥.∥)) forms a linear space over field C.

Theorem 2.5.2. The class l∞(M,X, (Y, ∥.∥)) forms a normed space with respect to the

norm defined by

||ϕ||∞ = inf

{
ρ > 0 : sup

x∈X
M

(
||ϕ(x)||
ρ

)
≤ 1

}
.

Proof. By definition,

||ϕ||∞ = inf

{
ρ > 0 : sup

x∈X
M

(
||ϕ(x)||
ρ

)
≤ 1

}
(2.20)

We see that M(0) = 0.

Therefore for ϕ = θ, we easily get ||ϕ||∞ = 0. Thus, we have ||ϕ||∞ ≥ 0, for all

ϕ ∈ l∞(M,X, (Y, ∥.∥)).

Conversely suppose that ||ϕ||∞ = 0.
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That is,

inf

{
ρ > 0 : sup

x∈X
M

(
||ϕ(x)||
ρ

)
≤ 1

}
= 0.

This implies that for given ϵ > 0 there exists some ρϵ(0 < ρϵ < ϵ), such that

sup
x∈X

M

(
||ϕ(x)||
ρϵ

)
≤ 1.

Thus

sup
x∈X

M

(
∥ϕ(x)∥
ρ

)
≤ sup

x∈X
M

(
∥ϕ(x)∥
ρϵ

)
≤ 1.

Suppose ϕ(x) ̸= 0 for some x ∈ X . Clearly ϵ −→ 0 implies that

||ϕ(x)||
ϵ

−→ ∞.

This contradicts that

sup
x∈X

M

(
∥ϕ(x)∥
ρϵ

)
≤ 1.

Thus ϕ(x) = 0 for each x ∈ X and hence ϕ = θ.

For second property of normed space, let ρ1 > 0 and ρ2 > 0 be such that

sup
x∈X

M

(
||ϕ(x)||
ρ1

)
≤ 1,∀x ∈ X

and

sup
x∈X

M

(
∥ψ(x)∥
ρ2

)
≤ 1,∀x ∈ X.

Then for ρ3 = ρ1 + ρ2, we have

M

(
||ϕ(x) + ψ(x)||

ρ3

)
≤M

(
||ϕ(x)||+ ||ψ(x)||

ρ1 + ρ2

)
≤ ρ1
ρ1 + ρ2

M

(
||ϕ(x)||
ρ1

)
+

ρ2
ρ1 + ρ2

M

(
||ψ(x)||
ρ2

)

This implies that

sup
x∈X

M

(
||ϕ(x) + ψ(x)||

ρ3

)
≤ ρ1
ρ1 + ρ2

sup
x∈X

M

(
||ϕ(x)||
ρ1

)
+

ρ2
ρ1 + ρ2

sup
x∈X

M

(
||ψ(x)||
ρ2

)
.

31



Thus

inf

{
ρ > 0 : sup

x∈X
M

(
||ϕ(x) + ϕ(x)||

ρ

)
≤ 1

}
≤ ρ3 = ρ1 + ρ2.

Hence

inf

{
ρ > 0 : sup

x∈X
M

(
||ϕ(x) + ψ(x)||

ρ

)
≤ 1

}
≤ inf

{
ρ1 > 0 : sup

x∈X
M

(
||ϕ(x)||
ρ1

)
≤ 1

}
+ inf

{
ρ2 > 0 : sup

x∈X
M

(
||ψ(x)||
ρ2

)
≤ 1

}
and hence by (2.20), we get

∥ϕ+ ψ∥∞ ≤ ∥ϕ∥∞ + ∥ψ∥∞.

Finally, if α = 0, then obviously

∥αϕ∥∞ = |α|∥ϕ∥∞

So, suppose α ̸= 0, we have

∥αϕ∥∞ = inf

{
ρ > 0 : sup

x∈X
M

(
||αϕ(x)||

ρ

)
≤ 1

}
= inf

{
|α|ρ
|α|

> 0 : sup
x∈X

M

(
||ϕ(x)∥
ρ/|α|

)
≤ 1

}
=|α|∥ϕ∥∞

This shows that l∞(M,X, (Y, ∥.∥)) forms a normed space with respect to the norm ||.||∞.

This completes the proof.

Theorem 2.5.3. The normed space l∞(M,X, (Y, ∥.∥)) is complete with respect to the

norm ||.||∞ defined by

∥ϕ∥∞ = inf

{
ρ > 0 : sup

x∈X
M

(
||ϕ(x)||
ρ

)
≤ 1

}
.

Proof. Let {ϕn} be a Cauchy sequence in l∞(M,X, (Y, ∥.∥)). Let p and t0 be fixed. Then

for ϵ
pt0

> 0, there exists a positive integer N such that

∥ϕn − ϕm∥∞ <
ϵ

pt0
,∀n,m ≥ N (2.21)
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By definition of norm for l∞(M,X, (Y, ∥.∥)), we get

sup
x∈X

M

(
∥ϕn(x)− ϕm(x)∥
∥ϕn − ϕm∥∞

)
≤ 1,∀n,m ≥ N (2.22)

and for each x ∈ X , we have

M

(
∥ϕn(x)− ϕm(x)∥
∥ϕn − ϕm∥∞

)
≤ 1,∀n,m ≥ N

Hence, one can find p > 1, with

p

(
t0
2

)
q

(
t0
2

)
≥ 1

where, q is Kernel associated with M such that for each x ∈ X ,

M

(
∥ϕn(x)− ϕm(x)∥
∥ϕn − ϕm∥∞

)
≤ p

(
t0
2

)
q

(
t0
2

)
,∀n,m ≥ N.

Using the integral representation of Orlicz function M , we get

||ϕn(x)− ϕm(x)||
||ϕn − ϕm||∞

≤ pt0,

for each x ∈ X and ∀n,m ≥ N .

Therefore for each x ∈ X and in view of (2.21), we get

||ϕn(x)− ϕm(x)|| < ϵ ∀n,m ≥ N.

The sequence {ϕn(x)} is Cauchy sequence in (Y, ||.||). Since, (Y, ||.||) is complete there-

fore for each x ∈ X there exist, ϕ(x) ∈ Y such that

||ϕn(x)− ϕm(x)|| −→ 0 as n −→ ∞.

Further for ϵ > 0, there exists a positive integer N0 ≥ 1 such that

||ϕn − ϕm||∞ < ϵ,∀n,m ≥ N0.

We now choose ρ > 0 such that
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∥ϕn − ϕm∥∞ < ρ < ϵ.

Then ρ satisfies

sup
x∈X

M

(
||ϕn(x)− ϕm(x)||
||ϕn − ϕm||∞

)
≤ 1

and so for x ∈ X

M

(
||ϕn(x)− ϕm(x)||

ρ

)
≤ 1 ∀n,m > N0 (2.23)

Taking m→ ∞ in (2.23) and then taking supremum over x ∈ X , we get

sup
x∈X

M

(
∥ϕn(x)− ϕ(x)∥

ρ

)
≤ 1 ∀n > N0 (2.24)

Taking infimum of such ρ’s, we get

∥ϕn − ϕ∥∞ = inf

{
ρ > 0 : sup

x∈X
M

(
∥ϕn(x)− ϕ(x)∥

ρ

)
≤ 1

}
≤ ρ < ϵ, ∀n ≥ N0

That is,

∥ϕn − ϕ∥∞ < ϵ.

But in view of (2.24), we have

ϕn − ϕ ∈ l∞(M,X, (Y, ∥.∥)).

Since ϕn ∈ l∞(M,X, (Y, ∥.∥)) , it follows that

ϕ = ϕn + ϕ− ϕn ∈ l∞(M,X, (Y, ∥.∥)).

Thus, ϕ ∈ l∞(M,X, (Y, ∥.∥)), showing that l∞(M,X, (Y, ∥.∥))is complete.

Theorem 2.5.4. If M satisfies the ∆2- condition then we have

l∞(M,X, (Y, ∥.∥)) = l̄∞(M,X, (Y, ||.||)).
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Proof. In view of definition (2.18) and (2.19), it is obvious that

l̄∞(M,X, (Y, ∥.∥)) ⊆ l∞(M,X, (Y, ∥.∥)) (2.25)

Hence to prove assertion, it is sufficient to show that

l∞(M,X, (Y, ∥.∥)) ⊆ l̄∞(M,X, (Y, ||.||)).

Suppose that ϕ ∈ l∞(M,X, (Y, ∥.∥)) then for some ρ1 > 0,

sup
x∈X

M

(
||ϕ(x)||
ρ1

)
<∞.

Let ρ2 > 0. If ρ1 ≤ ρ2 then clearly

sup
x∈X

M

(
||ϕ(x)||
ρ2

)
< sup

x∈X
M

(
||ϕ(x)||
ρ1

)
<∞

Let ρ2 < ρ1. Then ρ1
ρ2
> 1.

Since, M satisfies the ∆2−condition, there exists a constant K such that

M

(
||ϕ(x)||
ρ2

)
=M

(
||ϕ(x)||
ρ1

.
ρ1
ρ2

)
≤ K

ρ1
ρ2
M

(
||ϕ(x)||
ρ1

)
<∞,

for each x ∈ X , which implies that

sup
x∈X

M

(
||ϕ(x)||
ρ2

)
<∞, ∀ρ2 > 0.

This shows that

l∞(M,X, (Y, ∥.∥)) ⊆ l̄∞(M,X, (Y, ||.||)) (2.26)

Hence in view of (2.25)and (2.26), we have

l∞(M,X, (Y, ∥.∥)) = l̄∞(M,X, (Y, ||.||)).

This completes the proof.

Theorem 2.5.5. The normed space l∞(M,X, (Y, ∥.∥)) is normal.

Proof. Let ϕ ∈ l∞(M,X, (Y, ∥.∥)) and ρ > 0 be associated with ϕ.
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Then we have

sup
x∈X

M

(
∥ϕ(x)∥
ρ

)
<∞.

Now, if we take scalars α(x), x ∈ X such that |α(x)| ≤ 1, then have

sup
x∈X

M

(
∥α(x)ϕ(x)∥

ρ

)
≤ sup

x∈X
M

(
|α(x)|.||ϕ(x)∥

ρ

)
≤ sup

x∈X
M

(
∥ϕ(x)∥
ρ

)
<∞

This shows that αϕ ∈ l∞(M,X, (Y, ∥.∥)) and hence l∞(M,X, (Y, ∥.∥)) is normal.

This work establishes some of the results that characterize the linear topological struc-

tures of the new class l∞(M,X, (Y, ∥.∥)) of Banach space valued function space using Or-

licz function. In fact, these results can be used for further generalization and unification

of the well known complex sequence spaces and function spaces studied in Functional

Analysis. Moreover it can be used to explore the linear and topological properties of new

sequence and function spaces.

36



Chapter 3

SEQUENCE SPACES DEFINED BY
Φ− FUNCTION AND IDEAL
CONVERGENCE

3.1 Sequence Spaces Defined by Φ− Function

In this chapter, we introduce and study the sequence spaces defined by Φ− function and

ideal convergence in 2− normed space defined by Orlicz function. Before proceeding

to the main work, we state some of the necessary definitions and notations used in this

chapter.

The classical sequence space is a special case of function space if the domain is restricted

to the set of natural numbers. The vector space of all sequences of complex numbers is

denoted by ω. Any linear subspace of ω is called a sequence space. Let l∞, c and c0 be the

linear spaces of bounded, convergent and null sequences with complex terms respectively,

and they are defined by

l∞ = {x = (xk) ∈ ω : supk|xk| <∞}

c = {x = (xk) ∈ ω : ∃ l ∈ C such that |xk − l| → 0 as k → ∞}

c0 = {x = (xk) ∈ ω : |xk| → 0 as k → ∞}
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The norm in these spaces is given by

||x|| = supk|xk|, k ∈ N.

Definition 9. A linear spaceX is said to be a paranormed space[95] if there is a function

g : X → R satisfying

1. g(θ) = 0 where θ = (0, 0, · · · ) be a zero vector in X ,

2. g(x) = g(−x),

3. g(x+ y) ≤ g(x) + g(y) (subadditivity), and

4. the scalar multiplication is continuous.

A paranorm g is called total if g(x) = 0 if and only if x = θ[95]. The pair (X, g)

is called total paranormed space. Nakano[64] and Simmons[84] introduced the notion of

paranormed sequence space. Later on, it was further investigated by some other authors

like Maddox[56], Pahari[66, 67, 68, 70, 71], Tripathy and Sen[92].

Definition 10. An Orlicz function is a functionM : [0,∞) → [0,∞) which is continuous,

non decreasing and convex with M(0) = 0, M(x) > 0 for x > 0 and M(x) → ∞ as

x→ ∞.[50]

An Orlicz function M is said to satisfy ∆2-condition[50] if there exists a constant

L > 0 such that M(2x) ≤ LM(x) for all x ≥ 0.

W. Orlicz used the idea of Orlicz function to construct the Orlicz sequence space. Linden-

strauss and Tzafriri[51] used the idea of Orlicz function to construct the Orlicz sequence

space

lM =

{
x = (xk) ∈ ω :

∞∑
k=1

[
M

(
|xk|
ρ

)]
<∞, for some ρ > 0

}
.

The space lM becomes a Banach space [51] with the norm

∥x∥M = inf

{
ρ > 0 :

∞∑
k=1

M

(
|xk|
ρ

)
≤ 1

}
.
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The space lM is closely related to the sequence space lp with

M(x) = xp, (1 ≤ p <∞).

Definition 11. A sequence space X is said to be solid(normal) [63] if for any sequence

(xk) in a sequence space X and for all sequences (λk) of scalars with |λk| ≤ 1 for all

natural number k implies that (λkxk) ∈ X .

Definition 12. For any sequence x = (xk), the difference sequence ∆x is defined by

∆x = (∆xk)
∞
k=1 = (xk − xk−1)

∞
k=1.

Kizmaz [46] defined the sequence spaces

1. l∞(∆) = {x ∈ ω : ∆x ∈ l∞}.

2. c(∆) = {x ∈ ω : ∆x ∈ c}.

3. c0(∆) = {x ∈ ω : ∆x ∈ c0}.

A sequence x = (xk) is called ∆-convergent if the lim xk is finite and hence exists.

Every convergent sequence is ∆-convergent but not conversely. For, consider a sequence

whose general term is xk = k+1 for all natural numbers k. Then, (∆xk) = (xk−xk+1) =

(−1) for each natural numbers k. Here, x = (xk) is divergent but it is ∆-convergent. This

example illustrates the importance of studying the difference sequences.

Definition 13. A continuous function f : R → [0,∞) is called a Φ -function [36] if

f(t) = 0 if and only if t = 0, even and non- decreasing on [0,∞). The Φ-function is

closely related to the Orlicz function.

Herawati and Gultom [36] in 2019 introduced certain type of sequence spaces defined

by Φ-function and studied their paranormed structures on these spaces.

We now introduce the following class of difference sequences [31] by extending the

sequence spaces studied by Herawati and Gultom[36].

• W0(∆, f) =
{
x = (xk) ∈ ω : (∃ρ > 0); 1

n

∑n
k=1 f

(
|∆xk|

ρ

)
→ 0 as n→ ∞

}
.

• W (∆, f) =
{
x = (xk) ∈ ω : (∃ρ > 0)(∃l > 0); 1

n

∑n
k=1 f

(
|∆xk−l|

ρ

)
→ 0 as n→ ∞

}
.
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• W∞(∆, f) =
{
x = (xk) ∈ ω : (∃ρ > 0); supn

1
n

∑n
k=1 f

(
|∆xk|

ρ

)
<∞

}
.

where f is a Φ-function.

3.2 Some Topological Properties of the Class W0(∆, f )

In this section, we study some topological properties of the class W0(∆, f).

Theorem 3.2.1. [31]If Φ-function f satisfies ∆2-condition then W0(∆, f) forms a linear

space over C.

Proof. Let x = (xk) and y = (yk) be sequences in W0(∆, f). Then there exist ρ1 > 0

and ρ2 > 0 such that

1

n

n∑
k=1

f

(
|∆xk|
ρ1

)
→ 0 as n→ ∞ (3.1)

and

1

n

n∑
k=1

f

(
|∆yk|
ρ2

)
→ 0 as n→ ∞ (3.2)

Let us choose ρ = max {ρ1, ρ2}. Using the non-decreasing property of f on [0,∞)

and in view of (3.1) and (3.2), we can write

1

n

n∑
k=1

f

(
|∆xk +∆yk|

ρ

)
≤ 1

n

n∑
k=1

f

(
|∆xk|
ρ

)
+

1

n

n∑
k=1

f

(
|∆yk|
ρ

)
≤ 1

n

n∑
k=1

f

(
|∆xk|
ρ1

)
+

1

n

n∑
k=1

f

(
|∆yk|
ρ2

)
→ 0 as n→ ∞.

This shows that

x+ y ∈ W0(∆, f).

Again, let x ∈ W0(∆, f) and α ∈ C. Then

1

n

n∑
k=1

f

(
|∆xk|
ρ

)
→ 0 as n→ ∞.
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We need to show that αx ∈ W0(∆, f).

The proof is obvious if α = 0. So, let α ̸= 0. Then |α| > 0.

By Archimedian property of real numbers, there exists n1 ∈ N such that |α| ≤ 2n1 . Since

f is non-decreasing function on [0,∞) and f satisfies ∆2-condition, there exists M > 0,

such that

f(|α|xk) ≤ f(2n1xk) ≤Mn1f(xk) for all k ∈ N

Hence,

1

n

n∑
k=1

f

(
|α∆xk|
ρ

)
=

1

n

n∑
k=1

f

(
|α||∆xk|

ρ

)
≤ Mn1

n

n∑
k=1

f

(
|∆xk|
ρ

)
→ 0 as n→ ∞.

This shows that αx ∈ W0(∆, f) and hence W0(∆, f) is a linear space.

Theorem 3.2.2. [31]The space W0(∆, f) is a paranormed space with a paranorm

g : W0(∆, f) → R defined by

g(x) = inf

{
ρ > 0 :

1

n

n∑
k=1

f

(
|∆xk|
ρ

)
≤ 1 ;n ∈ N

}
.

Proof. The proof of g(x) ≥ 0 and g(−x) = g(x) can be easily shown for all x ∈
W0(∆, f).

For the third property of paranorm, let x = (xk) and y = (yk) be sequences in W0(∆, f).

Then there exist ρ1, ρ2 > 0 such that

1

n

n∑
k=1

f

(
|∆xk|
ρ1

)
→ 0 as n→ ∞

and
1

n

n∑
k=1

f

(
|∆yk|
ρ2

)
→ 0 as n→ ∞.

Using non-decreasing property of f on [0,∞), we can obtain
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g(x+ y) = inf

{
ρ > 0 :

1

n

n∑
k=1

f

(
|∆xk +∆yk|

ρ

)
≤ 1

}

≤ inf

{
ρ1 > 0 :

1

n

n∑
k=1

f

(
|∆xk|
ρ1

)
≤ 1

}
+ inf

{
ρ2 > 0 :

1

n

n∑
k=1

f

(
|∆xk|
ρ2

)
≤ 1

}
= g(x) + g(y).

Therefore,

g(x+ y) ≤ g(x) + g(y) for all x, y ∈ W0(∆, f).

Finally, we prove the continuity of scalar multiplication.

Let x ∈ W0(∆, f) be such that

g(x
(n)
k − xk) → 0 as n→ ∞

and (αn) a sequence of scalars such that αn → α as n→ ∞.

Now,

g(αnx
(n)
k − αxk) = inf

{
ρ > 0 :

1

n

n∑
k=1

f

(
|αn∆x

(n)
k − αn∆xk|
ρ

)
≤ 1

}

≤ inf

{
ρ > 0 :

1

n

n∑
k=1

f

(
|αn∆x

(n)
k − α∆x

(n)
k |

ρ

)
≤ 1

}

+inf

{
ρ > 0 :

1

n

n∑
k=1

f

(
|α∆x(n)k − α∆xk|

ρ

)
≤ 1

}

= |αn − α| inf

{
ρ1 =

(
ρ

|αn − α|

)
> 0 :

1

n

n∑
k=1

f

(
|∆x(n)k |
ρ1

)
≤ 1

}

+|α| inf

{
ρ2 =

(
ρ

|α|

)
> 0 :

1

n

n∑
k=1

f

(
|∆x(n)k −∆xk|

ρ2

)
≤ 1

}
= |αn − α| g

(
x
(n)
k

)
+ |α|g

(
x
(n)
k − xk

)
→ 0 as αn → α.

Therefore,

g(αnx
(n)
k − αxk) → 0, as αn → α.

Hence, W0(∆, f) is a paranormed space.
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Theorem 3.2.3. [31]If f as Φ-function satisfies the convex and ∆2-condition then the

space W0(∆, f) is a complete paranormed space.

Proof. Let
(
x
(n)
k

)
be a Cauchy sequence in W0(∆, f), where

(
x
(n)
k

)
=
(
x
(n)
1 , x

(n)
2 , · · ·

)
.

Then there exists n1 ∈ N such that for every m ≥ n ≥ n1;

g
(
x(m) − x(n)

)
= ϵ · 1

s

s∑
k=1

f

(
|∆x(m)

k −∆x
(n)
k |

ϵ

)
≤ 1.

Using the convexity of f , we have

1

s

s∑
k=1

f
(
|∆x(m)

k −∆x
(n)
k |
)
≤ ϵ

1

s

s∑
k=1

f

(
|∆x(m)

k −∆x
(n)
k |

ϵ

)
< ϵ

Since ϵ > 0 was arbitrary and s→ ∞, we have

f
(
|∆x(m)

k −∆x
(n)
k |
)
= 0 for all m ≥ n ≥ n1.

This follows that

|x(m)
k − x

(n)
k | < ϵ for all m ≥ n ≥ n1.

This shows that
(
x
(n)
k

)
is a Cauchy sequence in R. Since R is complete, there exists

xk ∈ R such that

limn→∞ x
(n)
k = xk.

Thus for every n ≥ n1,

|x(m)
k − xk| = |x(m)

k − lim
n→∞

x
(n)
k | = lim

n→∞
|x(m)

k − x
(n)
k | < ϵ.

Since
(
x
(n)
k

)
∈ W0(∆, f), we can write

1

s

s∑
k=1

f

(
|∆x(n)k |
ρ

)
→ 0 as s→ ∞.

43



Using continuity of f , we have

1

s

s∑
k=1

f

(
|∆xk|
ρ

)
=
1

s

s∑
k=1

f

(
|limn→∞∆x

(n)
k |

ρ

)

=limn→∞
1

s

s∑
k=1

f

(
|∆x(n)k |
ρ

)
= 0 as s→ ∞

Thus,
1

s

s∑
k=1

f

(
|∆xk|
ρ

)
→ 0 as s→ ∞.

Hence, (xk) ∈ W0(∆, f).

Finally, we show that g(x(n) − x) → 0 as n→ ∞.

Using the continuity of f , we have

1

s

s∑
k=1

f

(
|∆x(n)k −∆xk|

ρ

)
≤ 1

s

s∑
k=1

f

(
|∆x(n)k − limm→∞∆x

(m)
k |

ρ

)

= lim
m→∞

1

s

s∑
k=1

f

(
|∆x(n)k −∆x

(m)
k |

ρ

)
≤ 1.

Thus

g(x(n) − x) = inf

{
ρ > 0 :

1

s

s∑
k=1

f

(
|∆x(n)k −∆xk|

ρ

)
≤ 1

}
.

This implies that g(x(n) − x) < ρ for every ρ > 0 as s→ ∞.

It follows that there exists a real sequence
(

p
2q

)
, q ≥ 1 for a real number p, together with

g(x(n) − x) <
p

2q
, q ≥ 1.

Thus we obtain g(x(n) − x) → 0 as n→ ∞.

Hence, W0(∆, f) is complete paranormed space.

Theorem 3.2.4. [31]The space W0(∆, f) is normal.

Proof. Let x = (xk) ∈ W0(∆, f). Then there exists ρ > 0 such that
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1

n

n∑
k=1

f

(
|∆xk|
ρ

)
→ 0 as n→ ∞.

Let (αk) be a sequence of scalars satisfying |αk| ≤ 1 for all k ≥ 1.

Using non-decreasing property of f , we have

f(|αk|∆xk) ≤ f(∆xk)

Then,

1

n

n∑
k=1

f

(
|αk∆xk|

ρ

)
=

1

n

n∑
k=1

f

(
|αk||∆xk|

ρ

)
≤ 1

n

n∑
k=1

f

(
|∆xk|
ρ

)
→ 0 as n→ ∞.

This shows that αkxk ∈ W0(∆, f) and hence W0(∆, f) is normal.

In this section, we have established some of the results that characterize the linear

topological properties of the difference sequence spaceW0(∆, f) defined by non-negative

real valued Φ-function on R. Moreover the result can be used to prove the results related

to the linear and topological properties of the classes W (∆, f) and W∞(∆, f).

3.3 On Ideal Convergence Sequence Spaces and their Topo-

logical Properties

Infinite sequence and series played key role in studying various branches of mathematics

and mathematical sciences. But on the same time, mathematicians were facing problems

to calculate the limit of infinite series, mainly with those having divergent in behaviour.

The concept of convergence provides a general framework to find the solutions of many

problems. Since then mathematicians developed different methods of convergence to as-

sign a limit in some sense to a series of divergent in nature. This limit is called generalized

limit or summability technique. Many mathematicians developed different summability

methods for divergent series and sequences. The following method given by an example

is due to Cesaro.
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Consider x = (xn). Let us define y = (yk) by

yk =
x1+x2+...+xk

k

= 1
k

∑k
i=1 xi

The sequence x = (xn) is said to be Cesaro summable to a number z if limk→∞(yk)=z.

It is written as xn → z(C, 1) or limn→∞(xn)=z(C, 1). The following example is (C, 1)-

summable although it is divergent in usual sense.

Example 3. If xn = (−1)n, n ∈ N, then

yk =

0 if k=2n

− 1
k

if k=2n+1

We see that limk→∞ yk = 0. This gives that x = (xn) is (C, 1)- summable to 0. That

is limn→∞ xn=0(C, 1). In this example, we see that a divergent series can be treated as

convergence sequence.

The (C, 1)-summability always preserves the usual convergence.

The (C, 1)- summability can be extended to (C, 2)-summability and can be extended

further upto (C, k)-summability. These summability methods can be expressed by infinite

matrix transformations, for instances: Basar[4], Sahani et al.[77], Wilansky[95].

Let x = (xn) be given sequence. The A− transformation can be defined by y = (yn)

as follows

yn = Ax = (
∞∑
k=1

ankxk), n = 1, 2, 3...

The sequence x = (xn) is called A− summable or A− convergent to a number l, if the

transformed sequence y = (yn) exists and is convergent to l. This can be written as

A− lim
n−→∞

xn = l.

Next, we discuss about statistical convergence. The idea of statistical convergence was

introduced by Fast[23] in 1951. It was reintroduced by Schoenberg in 1959. The statistical

convergence is based on the notation of natural density of subsets of natural number N.
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The natural density of a set K ⊂ N denoted by δ(K) and is defined by

δ(K) = lim
n−→∞

1

n
| {k ≤ n : k ∈ K} |

provided that the limit on right hand side exists. Since δ(K) does not exist for all subsets

of N, it is convenient to use upper and lower density defined by

δ̄(K) = lim supn−→∞
1

n
| {k ≤ n : k ∈ K} |

and

δ(K) = lim infn−→∞
1

n
| {k ≤ n : k ∈ K} |

For arbitrary subsets A and B of natural number N, we have

1. If δ(A) exists then

δ(A) = δ̄(A) = δ(A)

2. If A ⊆ B then δ̄(A) ≤ δ̄(B)

3. If A is finite set then δ(A) = 0

4. δ(Ac) = 1− δ(A), where Ac = N− A

5. δ({2n : n ∈ N}) = δ({2n− 1 : n ∈ N}) = 1
2

6. δ({n2 : n ∈ N}) = 0.

Now, we give the definition of statistical convergence introduced by Henry Fast in

1951 [23].

Definition 14. A sequence x = (xk) is said to be statistical convergent to a number l, if

for each ϵ > 0, we have

lim
n−→∞

1

n
| {k ≤ n : |xk − l| ≥ ϵ} | = 0

Then l is called statistical limit of x = (xk) and is written as

S − lim
k−→∞

xk = l

Thus, a sequence (xk) of normed space X is called statistically convergent to x ∈ X

if for all ϵ > 0, the set A(ϵ) = {k ∈ N : ∥xk − x∥ ≥ ϵ} has natural density zero.
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Let S denote the set of all statistically convergent sequence of real numbers. Then S is a

linear subspace of ω and statistical convergence acts as a linear functional on this space.

The ordinary convergence implies statistical convergence but converse may not be true as

shown by following example. Let us define x = (xk) by xk = 1 for k = n2 and xk = 0

otherwise.

For all ϵ > 0, we have

{ k ≤ n : |xk − 0| ≥ ϵ} = {k ≤ n : xk = 1} ⊂
{
12, 22, 32, ...

}
.

This last set has natural density zero. Thus

S − lim
k−→∞

xk = 0

But (xk) is not convergent in ordinary sense. Also, we state the following facts

1. A subsequence of a convergent sequence is convergent but this may not be true for

statistical convergence.

2. In ususal sense, every convergence sequence is bounded but it may not hold in case

of statistical convergence.

3.3.1 Ideal Convergence in 2-Normed Space

Mathematical analysis includes theory of real and complex variables, measure theory,

calculus, frame theory, differential equations, infinite series etc. In the development of

calculus and some other branches of mathematics, infinite series played important role.

But the mathematicians were facing the problems of calculating the limits of infinite series

and sequences, in particular with those having divergent behaviour. Then mathematicians

developed the various types of convergence to assign a limit in some sense to divergent

sequences. In this section, we will introduce and study the sequence spaces defined by

ideal convergence and Orlicz function. We state some definitions and notations that are

used in this section.

A sequence space S is said to be sequence algebra if (xk).(yk) = (xkyk) ∈ S when-

ever (xk), (yk) ∈ S.
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A sequence (xn) in a 2− normed space (X, ∥., .∥) is called Cauchy if

lim
m,n−→∞

∥xm − xn, z∥ = 0, for all z ∈ X.

A sequence (xn) in 2− normed spaced (X, ∥., .∥) is called convergent sequence if there

exists x ∈ X such that limn−→∞ ∥xn − x, z∥ = 0 for all z ∈ X . A complete 2− normed

space is called 2− Banach space.

The notion of ideal convergence was introduced as a generalization of statistical con-

vergence, first by Kostyrko et al.[48] . For more details about the ideal convergence

sequence space, one may refer to Dutta[18], Hazarika et al.[35], Mursaleen and Alotaibi

[60], Mursaleen and Mohiduddine [61], Mursaleen and Sharma [62], Sahiner et al.[78],

Salat, et al.[79], Savas[83, 81], Tripathy and Hazarika [90] and many others.

A family of sets I ⊆ 2X is said to be an ideal[48] on X if

1. A ∈ I and B ⊂ A implies that B ∈ I (Hereditary Property)

2. A,B ∈ I implies A ∪B ∈ I (Additive Property).

Example 4. The class of all finite subsets of set of natural number is an ideal.[48]

A non-empty family of sets F ⊂ 2X is said to be a filter[48] on X if and only if

1. ϕ /∈ F

2. A ∈ F and A ⊂ B implies B ∈ F

3. A,B ∈ F implies A ∩B ∈ F .

Example 5. The class of all subsets of N given by {N− A : A is proper subsets of N} is

a filter of N.[48]

Let S be a proper ideal in X . Then the family of sets

F (S)={M ⊂ X : there exists A ∈ S such that M = X − A} is a filter in X .[48]

Definition 15. Let I ⊂ 2N be non trivial ideal in N. The sequence (xn) in a normed space

(X, ∥.∥) is said to be ideal convergent (I− convergent) to x ∈ X if the set

A(ϵ) = {n ∈ N : ∥xn − x∥ ≥ ϵ} ∈ I, for each ϵ > 0.

In this case, we write I − limn−→∞ xn = x
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A sequence (xn) in X is said to be I− Cauchy if for every ϵ > 0 there exists a number

m = m(ϵ) such that {n ∈ N : ∥xn − xm∥ ≥ ϵ} ∈ I.

A sequence (xn) in X is said to be I− bounded if there exists M > 0 such that

{n ∈ N : ∥xn∥ > M} ∈ I.

Let I ⊂ 2N be a non trivial ideal in N. The sequence (xn) of 2− normed space

(X, ∥., .∥) is called I− convergent to x if, the set {n ∈ N : ∥xn − x, z∥ ≥ ϵ} ∈ I for each

z ∈ X and for each ϵ > 0.

This can be written as I − limn−→∞ ∥xn−x, z∥ = 0. Now, we give an example in 2−
normed space.

Example 6. Let I = Iδ, the subsets of N having natural density zero. Let us define (xn)

in 2− normed space (X, ∥., .∥) by xn = (0, n) for n = k3, k ∈ N and xn= (0, 0) otherwise.

Let l = (0, 0) and z = (z1, z2). Then for all ϵ > 0 and z ∈ X ,

{n ∈ N : ∥xn − l, z∥ ≥ ϵ} ⊂ {1, 8, 27, ...}

We have δ({n ∈ N : ∥xn − l, z∥ ≥ ϵ}) = 0 for every ϵ > 0 and z ∈ X . This implies that

S − limn−→∞ ∥xn − l, z∥ = 0. But the sequence (xn) is not convergent to l in ordinary

sense.

3.3.2 Some Results on the Sequence Spaces Defined by Ideal Con-
vergence

In this section, we introduce and study the classes of sequence given below.

Let(X, ∥., .∥) be any 2− normed space. Let ω denote the space of all vector valued

sequences defined over (X, ∥., .∥).

CI(M, ∥., .∥)

=

{
x = (xk) ∈ ω : I − lim

k−→∞
M

(
∥xk − l, z∥

ρ

)
= 0, for some ρ > 0, l ∈ X, z ∈ X

}

CI
0 (M, ∥., .∥) =

{
x = (xk) ∈ ω : I − lim

k−→∞
M

(
∥xk, z∥
ρ

)
= 0, for some ρ > 0, z ∈ X

}
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l∞(M, ∥., .∥) =
{
x = (xk) ∈ ω : supkM

(
∥xk,z∥

ρ

)
<∞, for some ρ > 0, z ∈ X

}
Also, we write

mI(M, ∥., .∥) = CI(M, ∥., .∥) ∩ l∞(M, ∥., .∥)

mI
0(M, ∥., .∥) = CI

0 (M, ∥., .∥) ∩ l∞(M, ∥., .∥)

The classes of sequence denoted byCI(M, ∥., .∥),CI
0 (M, ∥., .∥),mI(M, ∥., .∥) andmI

0(M, ∥., .∥)
are of types I− convergent, I− null, bounded I− convergent and bounded I− null re-

spectively.

Theorem 3.3.1. The sequence spaces CI(M, ∥., .∥) , CI
0 (M, ∥., .∥), mI(M, ∥., .∥) and

mI
0(M, ∥., .∥) are linear spaces.

Proof. We prove that the spaceCI(M, ∥., .∥) is a linear spaces. Let x = (xk) and y = (yk)

be sequences in CI(M, ∥., .∥). Then there exists ρ1, ρ2 > 0 such that

I − limk−→∞M
(

∥xk−l1,z∥
ρ1

)
= 0 for some l1 ∈ X and z ∈ X

and I − limk−→∞M
(

∥yk−l2,z∥
ρ2

)
= 0 for some l2 ∈ X and z ∈ X.

That is, for given positive ϵ , we have

D1 =

{
k ∈ N :M

(
∥xk − l1, z∥

ρ1

)
>
ϵ

2

}
∈ I (3.3)

D2 =

{
k ∈ N :M

(
∥xk − l2, z∥

ρ2

)
>
ϵ

2

}
∈ I (3.4)

Let α and β be the scalars. Choose

ρ = max {2|α|ρ1, 2|β|ρ2} .

Using non-decreasing and convexity properties of Orlicz function M , we have

M

(
∥(αxk + βyk)− (αl1 + βl2), z∥

ρ

)
≤M

(
|α|.∥xk − l1, z∥

ρ
+

|β|.∥yk − l2, z∥
ρ

)
≤M

(
∥xk − l1, z∥

ρ1
) +M(

∥yk − l2, z∥
ρ2

)
From (3.3) and (3.4), we have
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{
k ∈ N :M

(
∥(αxk + βyk)− (αl1 + βl2), z∥

ρ

)
> ϵ

}
⊂ D1 ∪D2.

Hence , C1(M, ∥., .∥) is a linear space.

The proof of the other spaces will follow similarly.

Theorem 3.3.2. The spaces mI
0(M, ∥., .∥) and mI(M, ∥., .∥) are Banach spaces with the

norm given by

∥x∥ = inf
{
ρ > 0 : supkM

(
∥xk,z∥

ρ

)
≤ 1, z ∈ X

}
Proof. The proof of this theorem is just a routine verification and therefore it is omitted.

Theorem 3.3.3. If the Orlicz functions M,M1,M2 satisfy the ∆2-condition, then

1. S(M1, ∥., .∥) ⊆ S(M2oM1, ∥., .||)

2. S(M1, ∥., .∥) ∩ S(M2, ∥., .||) ⊆ S(M1 +M2, ∥., .∥) for S = CI , CI
0 ,m

I ,mI
0

Proof. Let x = (xk) ∈ CI
0 (M1, ∥., .∥). Then there exists a positive number ρ such that

I − lim
k−→∞

M1

(
∥xk, z∥
ρ

)
= 0, for z ∈ X.

Let ϵ > 0. SinceM2 is an Orlicz function, there exists 0 < η < 1 such thatM2(t) < ϵ,

whenever η ≥ t ≥ 0. Now we define the following sets

A1 =

{
k ∈ N :M1

(
∥xk, z∥
ρ

)
≤ η

}

A2 =

{
k ∈ N :M1

(
∥xk, z∥
ρ

)
> η

}
If k ∈ A2 then

M1

(
∥xk, z∥
ρ

)
<

1

η
M1

(
∥xk, z∥
ρ

)
< 1 +

{
1

η
M1

(
∥xk, z∥
ρ

)}
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Using convexity and non- decreasing properties of Orlicz function M , we can write

M2

{
M1

(
∥xk, z∥
ρ

)}
<M2

{
1 +

{
1

η
M1

(
∥xk, z∥
ρ

)}}
<
1

2
M2(2) +

1

2
M2

{
2.
1

η
.M1

(
∥xk, z∥
ρ

)}

Since M2 satisfies ∆2-condition, we have

M2

{
M1

(
∥xk, z∥
ρ

)}
<
1

2
L

{
1

η
M1

(
∥xk, z∥
ρ

)}
M2(2) +

1

2
L

{
1

η
M1

(
∥xk, z∥
ρ

)}
M2(2)

=
L

η
M2(2)M1

(
∥xk, z∥
ρ

)

For k ∈ A1, we have

M1

(
∥xk, z∥
ρ

)
≤ η =⇒ M2

{
M1

(
∥xk, z∥
ρ

)}
< ϵ

Hence, we can conclude that

C0(M1, ∥., .∥) ⊂ C0(M2oM1, ∥., .∥)

Let x = (xk) ∈ CI(M1, ∥., .∥) ∩ CI(M2, ∥., .∥).
Then, for positive constants ρ1 and ρ2, we have

I − lim
k−→∞

M1

(
∥xk, z∥
ρ1

)
= 0, forz ∈ X.

and

I − lim
k−→∞

M2

(
∥xk, z∥
ρ2

)
= 0, forz ∈ X.

Let us choose ρ = max{ρ1, ρ2}.

Then,

(M1 +M2)(
∥xk, z∥
ρ

) =M1

(
∥xk, z∥
ρ

)
+M2

(
∥xk, z∥
ρ

)
≤M1

(
∥xk, z∥
ρ1

)
+M2

(
∥xk, z∥
ρ2

)
Then the proof immediately follows from the above inequality.
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Theorem 3.3.4. The spaces CI
0 (M, ||., .||) and mI

0(M, ||., .||) are solid.

Proof. Let x = (xk) ∈ CI
0 (M, ||., .||). Then there exists positive constant ρ such that

I − lim
k−→∞

M

(
||xk, z||
ρ

)
= 0 for z ∈ X.

Let (αk) be a sequence of scalars such that |αk| ≤ 1 for all natural numbers k. Then

M

(
||αkxk, z||

ρ

)
≤ |αk|M

(
||xk, z||
ρ

)
≤M

(
||xk, z||
ρ

)
This follows that

I − lim
k−→∞

M

(
||αkxk, z||

ρ

)
= 0.

Thus αkxk ∈ CI
0 (M, ||., .||) and hence CI

0 (M, ||., .||) is solid.

The result for the space mI
0(M, ||., .||) can be proved similarly.

Theorem 3.3.5. The spaces CI(M, ||., .||) and CI
0 (M, ||., .||) are sequence algebra.

Proof. Let (xk), (yk) ∈ CI
0 (M, ||., .||). Then there exists positive constants ρ1 and ρ2 and

for z ∈ X such that

I − lim
k−→∞

M

(
||xk, z||
ρ1

)
= 0

and

I − lim
k−→∞

M

(
||xk, z||
ρ2

)
= 0

Choose ρ = ρ1 + ρ2.

Then we can easily show that

I − lim
k−→∞

M

(
||xkyk, z||

ρ

)
= 0

It follows that xkyk ∈ CI
0 (M, ||., .||). This shows that CI

0 (M, ||., .||) is a sequence algebra.

The result for the space CI(M, ||., .||) can be proved similarly.

Theorem 3.3.6. Let M be an Orlicz function. Then we have

CI
0 (M, ||., .||) ⊂ CI(M, ||., .||) ⊂ lI∞(M, ||., .||).

Moreover the inclusion are strict.
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Proof. The inclusion CI
0 (M, ||., .||) ⊆ CI(M, ||., .||) is obvious.

Let x = (xk) ∈ CI(M, ||., .||). Then there exists ρ > 0 such that I−limM
(

||xk−l,z||
ρ

)
= 0

for z ∈ X and l ∈ X .

Now

M(
||xk, z||

2ρ
) ≤ 1

2
M

(
||xk − l, z||

ρ

)
+

1

2
M

(
||l, z||
ρ

)
Taking supremum over k on each side, one can easily get, x ∈ l1∞(M, ||., .||). Thus ,

CI
0 (M, ||., .||) ⊂ CI(M, ||., .||) ⊂ lI∞(M, ||., .||).

We consider the following examples in order to show that the inclusions are strict.

Let I = Iδ, the subsets of N having natural density zero and the Orlicz function

M(x) = x2 for all x ∈ [0,∞).

1. Let a sequence (xn) be defined by xn = 5, n ∈ N. Then (xn) ∈ CI(M, ||., .||) but

xn /∈ CI
0 (M, ||., .||).

2. Let us define the sequence (yn) by yn = 5 if n is even and 0 otherwise. Then

(yn) ∈ l∞(M, ||., .||) but (yn) /∈ CI(M, ||., .||).
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Chapter 4

FRAMES IN BANACH SPACES

4.1 Introduction

Gabor [27] introduced an approach to signal decomposition in terms of elementary signals

in 1946. Duffin and Schaeffer [16] abstracted Gabor’s theory to define frames for Hilbert

spaces in 1952 while solving some difficult problems from the theory of non-harmonic

Fourier series. Frames were reintroduced by Daubechies, Grossmann and Meyer [14] in

1986.

Frames are the generalizations of orthonormal basis. They provide basis like , stable, and

usually non-unique representation of vectors in a Hilbert space. Frames for Banach space

is theoretically quite different from that of Hilbert space. The frames for Banach spaces

is simply defined as a sequence of linear functionals. The theory of frames for Banach

spaces was originated from the work of Gröchenig [33]. Gröchenig generalized frames to

Banach spaces, called atomic decompositions and Banach frames are defined with respect

to certain sequence spaces.

The atomic decomposition for certain function spaces was introduced by Coifman and

Weiss [13]. Later, the notion of atomic decomposition to certain Banach spaces was ex-

tended by Feichtinger and Gröchenig [25]. Atomic decompositions were further studied

by Kaushik and Sharma [40, 41, 42, 43]. Bases in Banach spaces was studied by Singer

[85]. Frames and Riesz bases was studied by Christensen [12]. Basic sequences and re-

flexivity of Banach spaces was studied in [86]. Sequence spaces and frame theory have

wide range of applications in different field of science and technology. Nowadays, frames

are main tools to study signal processing, image processing, compression, sampling the-

ory, optics, filter banks, signal detection etc[13, 16, 34].

In this chapter, we discuss about the frames in non-locally convex Banach spaces and
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certain properties associated with Schauder frames in Banach spaces. Before proceeding

to main results, we recall the some of the definitions and notations that are used in this

chapter.

4.2 Frames in Non-Locally Convex Banach Spaces

Let X be a vector space over a field K. A map from X −→ R is called a p-norm ∥.∥p for

0 < p ≤ 1 on X if it satisfies the following properties:

1. ∥x∥p ≥ 0, for all x ∈ X .

2. ∥x∥p = 0 if and only if x = 0, for all x ∈ X .

3. ∥αx∥p = |α|p ∥x∥p , for all x ∈ X and α ∈ K.

4. ∥x+ y∥p ≤ ∥x∥p + ∥y∥p , for all x, y ∈ X .

The pair (X, ∥.∥p) is called a p-normed linear space.

Example 7. The space X = lp, 0 < p < 1 with p-norm given by

∥x∥p =
∞∑
n=1

|xn|p , for all x ∈ X,

is a p− normed space.

If p = 1, then the p-norm is equal to norm on X .

A complete p-normed linear space X over a field K is said to be a p-Banach space.

A linear operator T : (X, ∥.∥p) −→ (Y, ∥.∥q) is called bounded if there exists a real

number M > 0 such that

∥T (x)∥
1
q
q ≤M ∥x∥

1
p
p , for all x ∈ X.

The collection of all bounded linear operators from the p-Banach spaceX to the q-Banach

space Y is denoted by B(X, Y ). It is a Banach space with norm given by

∥T∥ = sup
x∈X
x ̸=0

∥T (x)∥
1
q
q

∥x∥
1
p
p

.
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Let X be a p-Banach space. A linear functional f : X −→ K is said to be bounded on X

if there exists a real number M > 0 such that

|f(x)| ≤M ∥x∥
1
p , for all x ∈ X.

The collection of all bounded linear functionals on the p-Banach space X is denoted by

X∗. It is also a Banach space with norm given by ∥f∥ = sup
∥x∥p≤1

|f(x)| and is called the

conjugate space of X .

In this section, we define atomic decompositions in a non- locally convex Banach

space lp(0 < p ≤ 1). The existence of atomic decomposition is shown through examples.

Further, we give a sufficient condition for its existence. We also prove that if a p-Banach

space has an atomic decomposition, then the space is isomorphic to its associated p-

Banach sequence space. Furthermore, necessary and sufficient condition for an atomic

decomposition in a p-Banach space is given. Finally, shrinking atomic decomposition

and strongly shrinking atomic decomposition are defined and discussed.

4.2.1 Atomic Decompositions in p-Banach Spaces

In this section, we define atomic decomposition in a p-Banach space and give examples

for its existence. Then, we give a necessary and sufficient condition for its existence. We

begin with the following definition:

Definition 16. [65]Let X be a p-Banach space. A sequence {fn} ⊂ X∗ is said to be

fundamental over X if {x ∈ X : fn(x) = 0, for all n ∈ N} = {0}.

Example 8. [65] Consider the p-Banach space X = lp, 0 < p < 1 with p-norm given by

∥x∥p =
∞∑
n=1

|xn|p , for all x ∈ X.

Let us define fn : X −→ K by

fn(x) = fn({xi}) = xn, for all x ∈ lp and n ∈ N.

Clearly, each fn is linear. Also,

|fn(x)| = |xn| ≤ (
∞∑
n=1

|xn|p)
1
p = ∥x∥

1
p
p , for all x ∈ X.
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This shows that fn is bounded for all n ∈ N.
Moreover, for all x ∈ X , fn(x) = 0, for all n ∈ N =⇒ x = 0.

Thus, {fn} is a fundamental sequence over X = lp.

Next, we give a necessary condition for a fundamental sequence in X∗.

Theorem 4.2.1. [65] If X is a p-Banach space and {fn} ⊂ X∗ is fundamental over X .

Then there exists an associated p-Banach sequence space Xd = {{fn(x)} : x ∈ X} with

p-norm ∥{fn(x)}∥Xd
= ∥x∥p , for all x ∈ X.

Proof. Let x ∈ X . If x = 0, then fn(0) = 0, for all n ∈ N.

Let x ̸= 0. Then there exist at least one fi ∈ X∗ such that fi(x) ̸= 0.

Let us define the set of sequences associated with the p-Banach space X defined by

Xd = {{fn(x)} : x ∈ X} .

Then, one can easily verify that Xd is a p-normed linear space with the p-norm given by

∥{fn(x)}∥Xd
= ∥x∥p , for all x ∈ X.

Now, we prove that Xd is a p-Banach space.

Let {{fn(xi)}n}i be a p-Cauchy sequence in Xd. By using the definition of p-Cauchy

sequence and p-norm on Xd implies that {xi} is a p-Cauchy in X which is p-Banach

space and so it is p-convergent in X .

Then it is easy to verify that {{fn(xi)}n}i will converge to {fn(x)} in (Xd, ∥.∥Xd
) and

hence (Xd, ∥.∥Xd
) is a p-Banach space.

Corollary 4.2.1. [65] If X is a p-Banach space and {fn} ⊂ X∗ is fundamental over X .

Then, X is isomorphic to the p-Banach sequence space Xd = {{fn(x)} : x ∈ X} with

p-norm ∥{fn(x)}∥Xd
= ∥x∥p , for all x ∈ X.

Proof. From Theorem (4.2.1.), the existence of the associated p-Banach sequence space

Xd is proved.

Now, let us define T : X −→ Xd by

T (x) = {fn(x)} , for all x ∈ X.

Clearly, T is linear, bijective, and an isometry.

Next, we define atomic decomposition for p-Banach spaces.
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Definition 17. [65] Let (X, ∥.∥p) be a p-Banach space and letXd be a p-Banach sequence

space associated with X . Let {xn} ⊂ X and {fn} ⊂ X∗. Then the pair ({xn} , {fn}) is

an atomic decomposition of X with respect to Xd if

1. {fn(x)}n ∈ Xd, for all x ∈ X .

2. There exists constants A,B > 0 such that

A ∥x∥p ≤ ∥{fn(x)}n∥Xd
≤ B ∥x∥p , for all x ∈ X.

3. x =
∑∞

n=1 fn(x)xn, for all x ∈ X .

We discuss the existence of an atomic decomposition in a p-Banach space with the

help of following example.

Example 9. [65] Consider the p-Banach space (lp, ∥.∥p). Let {en} be the sequence of

unit vectors. Then {en} is a Schauder basis of lp.

Hence for every x ∈ X , there exists a sequence {xn} of scalars such that

x =
∑∞

n=1 xnen.

Let {fn} ⊂ X∗ be a sequence of bounded linear functionals such that

fn(em) = δnm, for all m,n ∈ N.

Then, for each n ∈ N, we have

fn(x) =
∞∑
i=1

xifn(ei) = xn, x ∈ X

Thus x =
∑∞

n=1 fn(x)en, where {fn(x)} = {xn} ∈ lp = Xd. Hence property (2) holds

trivially in view of the definition of p-norm of x.

Remark: Let X be a p-Banach space, Xd be a p-Banach sequence space such that

({xn} , {fn}) is an atomic decomposition forX with respect toXd. ThenX is isomorphic

to a subspace of Xd [65].

Indeed, if ({xn} , {fn}) is an atomic decomposition for X with respect to Xd, then there

exists an isomorphism T : X −→ T (X) ⊂ Xd defined by

T (x) = {fn(x)} , for all x ∈ X.
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Next, we define Xd- frame of p−Banach space X with respect to p−Banach sequence

space Xd.

Definition 18. [65] Let (X, ∥.∥p) be a p-Banach space and letXd be a p-Banach sequence

space associated with X . Then {fn} ⊂ X∗ is said to be an Xd- frame of X with respect

to Xd if

1. {fn(x)}n ∈ Xd, for all x ∈ X .

2. There exists constants A,B > 0 such that

A ∥x∥p ≤ ∥{fn(x)}n∥Xd
≤ B ∥x∥p , for all x ∈ X.

We give a sufficient condition for the existence of an Xd-frame for X in the following

theorem.

Theorem 4.2.2. [65] Let X be a p-Banach space and Xd be a p-Banach sequence space

such that X is isomorphic to a subspace of Xd, then there exists a sequence {fn} ⊂ X∗

such that {fn} is an Xd-frame for X .

Proof. Let X ∼= Zd under the isomorphism T , where Zd is a subspace of Xd. Then for

every {xn} ∈ Zd there exists x ∈ X such that if fn is the coordinate functionals, then

1. {fn(x)}n ∈ Xd, for all x ∈ X .

2. There exists constants A,B > 0 such that

A ∥x∥p ≤ ∥{fn(x)}n∥Xd
≤ B ∥x∥p , for all x ∈ X.

Next, we give some characterizations of atomic decompositions of X with respect to

Xd.

Theorem 4.2.3. [65] Let X be a p-Banach space, {xn} ⊂ X and {fn} ⊂ X∗. If X = Ā

where A = {
∑n

i=1 fi(x)xi}. Then the following conditions are equivalent:

1. ({xn} , {fn}) is an atomic decomposition for X with respect to the associated p-

Banach sequence space Xd = {{ai} :
∑∞

i=1 aixi <∞} with p-norm

∥{ai}∥Xd
= sup

n∈N

∥∥∥∥∥
n∑

i=1

aixi

∥∥∥∥∥
p

.

61



2. The sequence {Pn} of projections defined by

Pn(x) =
n∑

i=1

fi(x)xi, for all x ∈ X

is uniformly bounded.

3. lim
n→∞

Pn(x) = x, for all x ∈ X .

In this case sup ∥Pn∥p is called the norm of the {xn}.

Proof. (1) =⇒ (3) Suppose that ({xn} , {fn}) is an atomic decomposition for X . Then

for every x ∈ X can be written as x =
∑∞

n=1 fn(x)xn. Hence x = lim
n→∞

Pn(x).

(3) =⇒ (2) Suppose that lim
n→∞

Pn(x) = x, for all x ∈ X .

Then the sequence
{
∥Pnx∥p

}
n

of real numbers is convergent and hence bounded for each

x ∈ X . Therefore, using Banach-Steinhaus Theorem we conclude that {Pn} is uniformly

bounded on X .

(2) =⇒ (1) Suppose that there exists a K > 0 such that

∥Pn∥ ≤ K, for all n ∈ N.

If x ∈ A, then Pm(x) = x, for all m ≥ n. Therefore

lim
n→∞

Pn(x) = x, for all x ∈ A.

If x ∈ X , then for every ϵ > 0 there exists y ∈ A such that

∥x− y∥p <
ϵ

3

Since y ∈ A, Pn(y) → y and so for ϵ > 0, there exists M ∈ N such that

∥Pny − y∥p <
ϵ

3
, for all n ≥M (4.1)

This yields lim
n→∞

Pn(x) = x, for all x ∈ X and so x =
∑∞

i=1 fi(x)xi. Then {fi(x)} ∈ Xd.

Also for every x ∈ X ,
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∥x∥p =
∥∥∥ lim
n→∞

Pnx
∥∥∥
p

≤ sup

∥∥∥∥∥
n∑

i=1

fi(x)xi

∥∥∥∥∥
p

≤ K ∥x∥p .

Hence (1) holds.

Lemma 4.2.1. [65] Let (X, ∥.∥p) be a p-Banach space, {xn} ⊂ X and {fn} ⊂ X∗

such that ({xn} , {fn}) is an atomic decomposition for X with respect to Xd. Then

∥xn∥p ∥fn∥
p ≤ 2K, where K is the norm of {xn}n .

Proof. Since ∥fn(x)xn∥p = ∥Pn(x)− Pn−1(x)∥p ≤ 2K ∥x∥p , for all x ∈ X . This im-

plies that |fn(x)|p ∥xn∥p ≤ 2K ∥x∥p and so we obtain

∥xn∥p ∥fn∥
p ≤ 2K.

We discuss construction of an associated p-Banach space and its basis in the following

lemma.

Lemma 4.2.2. [65] Let (X, ∥.∥p) be a p-Banach space and {xn} ⊂ X\ {0}. Then the

sequence space Xd = {{an} :
∑∞

n=1 anxn converges in X} is a p-Banach space with the

p-norm given by

∥{ai}∥Xd
= sup

n∈N

∥∥∥∥∥
n∑

i=1

aixi

∥∥∥∥∥
p

for which the canonical unit vectors form a basis.

Proof. It is easy to prove that Xd is a p-normed linear space using the fact that ∥.∥p is a

p-norm on X .

For (Xd, ∥.∥Xd
) to be a p-Banach space, let {cn}be a p-Cauchy sequence in Xd which

implies for every ϵ > 0 there exists K = K(ϵ) ∈ N such that for all n,m ≥ K, we have

∥cn − cm∥Xd
= ∥{cni − cmi }∥Xd

= sup
k∈N

∥∥∥∥∥
k∑

i=1

(cni − cmi )xi

∥∥∥∥∥
p

<
ϵ

2
,

which implies for all n,m ≥ K and k ∈ N that∥∥∥∥∥
k∑

i=1

(cni − cmi )xi

∥∥∥∥∥
p

<
ϵ

2
.
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Hence for each k ∈ N and n,m ≥ K, we obtain

|cnk − cmk |
p ∥xk∥p = ∥(cnk − cmk )xk∥p =

∥∥∥∥∥
k∑

i=1

(cni − cmi )xi −
k−1∑
i=1

(cni − cmi )xi

∥∥∥∥∥
p

< ϵ.

This implies that {cni } is a Cauchy sequence of real numbers and hence convergent to {ci}
(say) for each i. It follows easily now that {cn} converges to c in Xd. Now for {ei} to

form a basis for Xd, it is enough to prove that {ei} is complete and there exists a constant

C ≥ 1 such that for every m ≥ n and every sequence a1, a2, · · · , am of scalars,∥∥∥∥∥
n∑

i=1

aiei

∥∥∥∥∥
Xd

≤ C

∥∥∥∥∥
m∑
i=1

aiei

∥∥∥∥∥
Xd

.

For every sequence a1, a2, · · · , am of scalars and m ≥ n, we have∥∥∥∥∥
n∑

i=1

aiei

∥∥∥∥∥
Xd

= sup
N≤n

∥∥∥∥∥
N∑
i=1

aixi

∥∥∥∥∥
p

≤ sup
N≤m

∥∥∥∥∥
N∑
i=1

aixi

∥∥∥∥∥
p

=

∥∥∥∥∥
m∑
i=1

aiei

∥∥∥∥∥
Xd

.

If {ai} is an arbitrary sequence in Xd, then for every ϵ > 0 there exists M such that for

all m > n > M , we have ∥∥∥∥∥
m∑

i=n+1

aixi

∥∥∥∥∥
p

<
ϵ

2
.

This gives

sup
N>n

∥∥∥∥∥
N∑

i=n+1

aixi

∥∥∥∥∥
p

≤ ϵ

2
< ϵ, for all n > M.

Hence for all n > M , we obtain∥∥∥∥∥{ai} −
n∑

i=1

aiei

∥∥∥∥∥
Xd

= sup
N>n

∥∥∥∥∥
N∑

i=n+1

aixi

∥∥∥∥∥
p

< ϵ.

Next we give the following lemma about atomic decompositions for p-Banach spaces.

Lemma 4.2.3. [65] Let (X, ∥.∥p) be a p-Banach space and {fn} ⊂ X∗. Then the follow-

ing conditions are equivalent:

1. There exists a sequence {xn} ⊂ X such that x =
∑∞

n=1 fn(x)xn for all x ∈ X .

2. There is a p-Banach sequence space Xd with the canonical unit vectors {en}n as a
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basis such that ({xn} , {fn}) is an atomic decomposition for X with respect to Xd

and a bounded linear operator S : Xd −→ X such that S(en) = xn.

Proof. The proof of this lemma can be done by using the techniques given in [9].

4.2.2 Shrinking Atomic Decomposition in p-Banach Space

Shrinking Schauder frames were introduced and studied by Liu [53]. The shrinking

atomic decompositions were studied by Carando and Lassalle [8]in locally convex Ba-

nach spaces. The shrinking bases in p-Banach spaces was studied by Ariño [2]. Banach

spaces related to integrable group representations and their atomic decompositions was

studied by Feichtinger and Gröchenig [26]. In this section, we define and discuss shrink-

ing atomic decompositions in p- Banach spaces. We begin with the following definition

of shrinking atomic decomposition in p−Banach space.

Definition 19. [65] Let (X, ∥.∥p) be a p-Banach space and letXd be a p-Banach sequence

space associated withX . Let {xn} ⊂ X and {fn} ⊂ X∗. Then the atomic decomposition

({xn} , {fn}) is said to be shrinking if

lim
n→∞

∥f ◦ TN∥ = 0, for all f ∈ X∗,

where TN : X −→ X is defined as

TN(x) =
∞∑

n=N

fn(x)xn, for all x ∈ X.

Remark: Since TN = I − PN−1, it is uniformly bounded on X .

Theorem 4.2.4. [65] Let ({xn} , {fn}) be an atomic decomposition for the p-Bancah

space X with respect to the p-Banach sequence space Xd and let π : X −→ X∗∗ be the

natural embedding. Then the following statements are equivalent:

(i) ({xn} , {fn}) is shrinking.

(ii) ({fn} , {πxn}) is an atomic decomposition for X∗ with respect to the p-Banach

sequence space Zd which has canonical unit vectors as basis.

Proof. (i) =⇒ (ii) Since ({xn} , {fn}) is an atomic decomposition for X with respect to

Xd, we have
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1. ({fn(x)}) ∈ Xd, for all x ∈ X.

2. There exist constants A,B > 0 such that

A ∥x∥p ≤ ∥{fn(x)}n∥Xd
≤ B ∥x∥p , for all x ∈ X.

3. x =
∑∞

n=1 fn(x)xn, for all x ∈ X .

We claim that ({fn} , {π(xn)}) is an atomic decomposition for X∗ with respect to the

p-Banach sequence space Zd which has the canonical unit vectors as basis.

From condition (3), it is clear that

f(x) =
∞∑
n=1

πxn(f)fn(x) =
∞∑
n=1

f(xn)fn(x), for all f ∈ X∗.

Hence it is enough to show that series on the right is convergent in X∗.

For M > N ,∥∥∥∥∥
M−1∑
n=N

f(xn)fn

∥∥∥∥∥ = sup
∥x∥p≤1

|(f ◦ (TN − TM))(x)| ≤ ∥f ◦ TN∥+ ∥f ◦ TM∥

which vanishes as M,N → ∞ as the atomic decomposition ({xn} , {fn}) is shrinking.

Therefore there exists a p-Banach sequence space Zd with the canonical unit vectors {en}
as a basis such that ({fn} , {πxn}) satisfy conditions (1) and (2) of the atomic decompo-

sition for X∗ with respect to Zd.

(ii) =⇒ (i) For each f ∈ X∗, we have

∥f ◦ TN∥ = sup
∥x∥p≤1

|(f ◦ TN)(x)|

= sup
∥x∥p≤1

∣∣∣∣∣
∞∑

n=N

fn(x)f(xn)

∣∣∣∣∣
= sup

∥x∥p≤1

|f(x)− SN(x)|

= ∥f − SN∥ ,

where SN(x) =
∑N−1

n=1 fn(x)f(xn).

Hence using the fact that ({fn} , {πxn}) is an atomic decomposition for X∗, we conclude

that ∥f ◦ TN∥ → 0.

Next we define the bounded approximation property of p−Banach space.
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Definition 20. A p-Banach space X is said to have the bounded approximation prop-

erty if and only if there exists a sequence {An} of finite rank operators on X such that

lim
n→∞

∥Anx− x∥p = 0, for all x ∈ X.

Corollary 4.2.2. Let X be a p-Banach space, Xd be a p-Banach sequence space such

that ({xn} , {fn}) is shrinking atomic decomposition for X with respect to Xd then X∗ is

separable and has bounded approximation property.

Proof. Since ({xn} , {fn}) is shrinking atomic decomposition therefore using Theorem

3.1 of [65] , ({fn} , {πxn}) is an atomic decomposition for X∗ and hence

f =
∞∑
n=1

πxn(f)fn =
∞∑
n=1

f(xn)fn, for all f ∈ X∗.

This clearly implies that X∗ is separable and has bounded approximation property.

Now, we define the notion of strongly shrinking atomic decomposition for p-Banach

spaces. We give the following definition.

Definition 21. Let (X, ∥.∥p) be a p-Banach sequence space and let Xd be a p-Banach

space associated with X . Let {xn} ⊂ X and {fn} ⊂ X∗ such that ({xn} , {fn}) is an

atomic decomposition of X with respect to Xd. Then ({xn} , {fn}) is strongly shrinking

if

lim
n→∞

∥f ◦ SN∥ = 0, for all f ∈ X∗,

where SN : Xd −→ X is defined as

SN({an}) =
∞∑

n=N

anxn, for all {an} ∈ Xd.

Lemma 4.2.4. Every strongly shrinking atomic decomposition is shrinking.

Proof. Let ({xn} , {fn}) be strongly shrinking atomic decomposition of X with respect

to Xd. Hence

(i) {fn(x)}n ∈ Xd, for all x ∈ X .

(ii) There exists constants A,B > 0 such that

A ∥x∥p ≤ ∥{fn(x)}∥Xd
≤ B ∥x∥p , for all x ∈ X.

67



(iii) x =
∑∞

n=1 fn(x)xn, for all x ∈ X .

(iv) lim
n→∞

∥f ◦ SN∥ = 0, for all f ∈ X∗.

Using (iv) for every ϵ > 0 there exists K s.t.

∥f ◦ SN∥ <
ϵ

2B
, for all N ≥ K,

which implies for all {an} ∈ Xd with ∥{an}∥Xd
≤ 1∣∣∣∣∣

∞∑
n=N

anf(xn)

∣∣∣∣∣ < ϵ

2B
, for all N ≥ K.

Hence for an =
fn(x)

B
where x ∈ X such that ∥x∥p ≤ 1 we have

∥f ◦ TN∥ < ϵ, for all N ≥ K.

Hence ({xn} , {fn}) is shrinking.

Next example shows that converse of the above lemma is not true in general.

Example 10. Let X = lp, 0 < p < 1 with p-norm ∥x∥p =
∑∞

n=1 |xn|
p and Xd = lp ⊕ lp

be a p-Banach sequence space with p-norm ∥x+ y∥Xd
= ∥x∥p + ∥y∥p. Define {fn} of

functions on X as

f2n−1(ei) = 0 and f2n(ei) = δi,n, ∀ i, n ∈ N.

Consider gn = f2n−1 + f2n ∀ n ∈ N. Then one can easily prove that ({en} , {gn}) is

an atomic decomposition for X with respect to Xd. Also using property (iii) of atomic

decomposition one can prove that ({en} , {gn}) is shrinking.

But we claim that ({en} , {gn}) is not strongly shrinking.

Take g ∈ X∗ as g(ei) = δi,N ∀ i ∈ N. Then for all N ∈ N

∥g ◦ SN∥ = sup
∥x+y∥Xd

≤1

|(g ◦ SN)(x+ y)| = sup
∥x+y∥Xd

≤1

|xN + yN | ≤ 1.

Also, if x = {eN} and y = {0}, then ∥g ◦ SN∥ ≥ 1 and hence our claim.

Definition 22. Let (X, ∥.∥p) be a p-Banach space and let Xd be a p-Banach sequence

space associated with X . Let {xn} ⊂ X and {fn} ⊂ X∗ such that ({xn} , {fn}) is an
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atomic decomposition ofX with respect toXd. Then ({xn} , {fn}) is said to be boundedly

complete if the series
∑∞

n=1 T (fn)xn is convergent in X for each T ∈ X∗∗.

Lemma 4.2.5. In a reflexive p-Banach spaceX , every atomic decomposition is boundedly

complete.

Proof. Let ({xn} , {fn}) be an atomic decomposition of a reflexive p-Banach space X

w.r.t. Xd. Hence

(i) {fn(x)}n ∈ Xd, for all x ∈ X .

(ii) There exists constants A,B > 0 such that

A ∥x∥p ≤ ∥{fn(x)}∥Xd
≤ B ∥x∥p , for all x ∈ X.

(iii) x =
∑∞

n=1 fn(x)xn, for all x ∈ X .

Since X is reflexive for each T ∈ X∗∗,

∞∑
n=1

T (fn)xn =
∞∑
n=1

fn(t)xn = t, for all t ∈ X,

which is clearly convergent from (iii).

Next theorem shows that the converse of above lemma holds if atomic decomposition

is shrinking also alongwith boundedly complete.

Theorem 4.2.5. Let X be a p-Banach space and Xd be a p-Banach sequence space with

atomic decomposition ({xn} , {fn}). If ({xn} , {fn}) is shrinking and boundedly com-

plete, then X is reflexive.

Proof. Since ({xn} , {fn}) is an atomic decomposition of X , therefore

x =
∞∑
n=1

fn(x)xn, for all x ∈ X.

Clearly X ∼= π(X) ⊆ X∗∗ where π : X −→ X∗∗ is the canonical map. In order to prove

that X is reflexive it is enough to prove that π is onto.

Let T ∈ X∗∗, then since ({xn} , {fn}) is boundedly complete therefore
∑∞

n=1 T (fn)xn

is convergent in X to say x i.e.
∑∞

n=1 T (fn)xn = x.
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Hence for all f ∈ X∗, πx(f) = f(x) =
∑∞

n=1 T (fn)f(xn).

Also since ({xn} , {fn}) is shrinking, we obtain

f =
∞∑
n=1

f(xn)fn, for all f ∈ X∗,

This implies

T (f) =
∞∑
n=1

f(xn)T (fn), for all f ∈ X∗,

This proves that T = πx and hence X is reflexive.

However, converse of the above theorem is not true as can be seen from the following

example:

Example 11. Let X = l2 with p-norm ∥x∥p = ∥x∥p2, where ∥x∥2 =
(∑∞

n=1 |xn|
2 ) 1

2 is a

norm on l2. Then one can easily check that (l2, ∥.∥p) is a reflexive p-Banach space. Con-

sider the atomic decomposition ({en} , {fn}) where fn(em) = δnm. Then it is boundedly

complete. But is not shrinking because for f : l2 −→ R defined by f(en) = δN ,

∥f ◦ TN∥ = sup
∥x∥p≤1

|(f ◦ TN)(x)| = sup
∥x∥p≤1

|xN | ≤ 1,

and for x = {eN}, ∥f ◦ TN∥ ≥ 1 and so ∥f ◦ TN∥ does not approach to 0 as N → ∞.

Next result gives necessary and sufficient condition for a p-Banach space to be reflex-

ive.

Theorem 4.2.6. Let X be a p-Banach space and Xd be a p-Banach sequence space with

unconditional atomic decomposition ({xn} , {fn}), then ({xn} , {fn}) is shrinking and

boundedly complete if and only if X is reflexive.

Proof. If atomic decomposition ({xn} , {fn}) is shrinking and boundedly complete, then

X is reflexive using the above theorem.

For sufficient condition, as X is reflexive so in view of Lemma (4.2.5) it is enough to

prove that the atomic decomposition is shrinking.
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Consider for f ∈ X∗,

∥f ◦ TN∥ = sup
∥x∥p≤1

|(f ◦ TN)(x)|

= sup
∥x∥p≤1

∣∣∣∣∣f(
∞∑

n=N

fn(x)xn
)∣∣∣∣∣

= sup
∥x∥p≤1

∣∣∣∣∣
∞∑

n=N

fn(x)f(xn)

∣∣∣∣∣
= sup

∥x∥p≤1

∣∣∣∣∣
∞∑

n=N

πx(fn)f(xn)

∣∣∣∣∣ (4.2)

which tends to 0 using Orlicz-Pettis Theorem for non-locally convex spaces, since the se-

ries in (4.2) is weakly convergent due to boundedly completeness of unconditional atomic

decomposition ({xn} , {fn}).

4.3 Certain Properties Associated with Schauder Frames

in Banach Spaces

In this section, we study Schauder frames in Banach spaces and discuss property (I) and

property (II) associated with them. We prove that the two properties are equivalent. Also,

we define Schauder frames satisfying property (M). We prove that, in a uniformly

convex Banach space, if a Schauder frame satisfies property (M), then it also satisfies

property (II) and hence property (I). Further, we define Schauder frames satisfying prop-

erty (B). We prove that if a Schauder frame satisfies property (I) or property (II), then it

also satisfies property (B). Finally, we define Schauder frame satisfying property (SB)
and give a necessary condition for a Schauder frame to satisfy property (SB).

Throughout this section, E will denote an infinite dimensional Banach space over the

scalar field K(R or C), E∗ and E∗∗, respectively, the first and second conjugate spaces of

E, indexed by N, [fn] the closed linear span of {fn} and [f̃n] the closed linear span of

{fn} in the σ(E∗,E)-topology. A sequence {fn} in E∗ is said to be complete if [fn] = E∗

and total if {x ∈ E : fn(x) = 0, n ∈ N} = {0}. We begin with the following definition

of Schauder frame.

Definition 23 ([34]). Let E be a Banach space, {xn} be a sequence in E and {fn} be a
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sequence in E∗. Then, the pair ({fn}, {xn}) is called a Schauder frame for E if

x =
∞∑
n=1

fn(x)xn, x ∈ E.

The positive constantsA,B are called Schauder frame for the Schauder frame ({fn}, {xn}).

4.4 Some Results on Schauder Frames in Banach Spaces

Definition 24. [29] Let E be a Banach space, ({fn}, {xn})({fn} ⊂ E∗, {xn} ⊂ E) be a

Schauder frame for E. Then ,

1. ({fn}, {xn}) is said to satisfy property (I), if for each c > 0 there exists a number

γc > 0 such that∥∥∥∥ n∑
i=1

λifi(x)xi

∥∥∥∥ = 1,

∥∥∥∥ ∞∑
i=n+1

λifi(x)xi

∥∥∥∥ ≥ c ⇒
∥∥∥∥ ∞∑

i=1

λifi(x)xi

∥∥∥∥ ≥ 1+γc,

where {λi}∞i=1 is any family of weights, i.e., λi > 0 for all i ∈ N and x ∈ E.

2. ({fn}, {xn}) is said to satisfy property (II), if for each ε > 0 there exists a δ > 0

such that∥∥∥∥ n∑
i=1

λifi(x)xi

∥∥∥∥ > 1− δ,

∥∥∥∥ ∞∑
i=1

λifi(x)xi

∥∥∥∥ = 1 ⇒
∥∥∥∥ ∞∑

i=n+1

λifi(x)xi

∥∥∥∥ ≤ ε,

where {λi}∞i=1 is any family of weights and x ∈ E.

Regarding existence of property (I), one may observe that if {en} is the unit vector

sequence of E = ℓ1 and {fn} is the unit vector sequence in E∗, then ({fn}, {en}) is a

Schauder frame for E satisfying property (I). Also, the Schauder frame defined in the

following example does not satisfy property (I).

Example 12. [29] Let E = l1. Let {en} be a sequence of unit vectors in E and {hn} be a

sequence of unit vectors in E∗. Define {xn} ⊂ E and {fn} ⊂ E∗ by

x1 =
1

2
(e1 + e2), x2 =

1

2
(−e1 + e2), xn = en, n ≥ 3 and

f1 = h1 + h2, f2 = −h1 + h2, fn = hn, n ≥ 3.

72



However, it does not satisfy property (I). Indeed, for x = (0, 1, 0, 0, 0 . . .) ∈ E and for any

sequence of weights {λi}∞i=i with λ1 = λ2 = 1, we have

∥λ1f1(x)x1∥ = 1,

∥∥∥∥ ∞∑
i=2

λifi(x)xi

∥∥∥∥ = 1 but
∥∥∥∥ ∞∑

i=1

λifi(x)xi

∥∥∥∥ = 1.

In the following result we prove that the two properties are equivalent:

Theorem 4.4.1. [29] For a Schauder frame ({fn}, {xn}) ({fn} ⊂ E∗, {xn} ⊂ E) in a

Banach space E the property (I) and property (II) are equivalent.

Proof. Suppose that ({fn}, {xn}) is a Schauder frame satisfying property (I) but not prop-

erty (II). Then, there exists an ε > 0, x ∈ E, family of weights {λi}∞i=1 and n ∈ N such

that for each δ > 0∥∥∥∥ n∑
i=1

λifi(x)xi

∥∥∥∥ > 1− δ,

∥∥∥∥ ∞∑
i=1

λifi(x)xi

∥∥∥∥ = 1 but
∥∥∥∥ ∞∑

i=n+1

λifi(x)xi

∥∥∥∥ > ε.

Let γc > 0 be any number. Choose

δ = γc(1 + γc)
−1 and µi = λi

(∥∥∥∥ n∑
i=1

λifi(x)xi

∥∥∥∥)−1

.

Then,
∥∥∥∥ n∑

i=1

µifi(x)xi

∥∥∥∥ = 1. So

∥∥∥∥ ∞∑
i=n+1

µifi(x)xi

∥∥∥∥ > ε

(∥∥∥∥ n∑
i=1

λifi(x)xi

∥∥∥∥)−1

≥ ε

(
sup
n

∥∥∥∥ n∑
i=1

λifi(x)xi

∥∥∥∥)−1

= c > 0

But,
∥∥∥∥ ∞∑

i=1

µifi(x)xi

∥∥∥∥ < 1 + γc. This is a contradiction.

Conversely, let ({fn}, {xn}) satisfies property (II) but not property (I). Then, there

exists a c > 0 such that for every γc > 0, there is a sequence of weights {λi}∞i=1 ⊂ K,

x ∈ E and n ∈ N such that∥∥∥∥ n∑
i=1

λifi(x)xi

∥∥∥∥ = 1,

∥∥∥∥ ∞∑
i=n+1

λifi(x)xi

∥∥∥∥ ≥ c but
∥∥∥∥ ∞∑

i=1

λifi(x)xi

∥∥∥∥ < 1 + γc.

So, there is an ε > 0 such that for no δ > 0, the relation in property (II) is satisfied.
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Indeed, let 0 < η < 1 be arbitrary but fixed and δ > 0 be arbitrary such that δ ≤ η.

Choose

γc = δ(1− δ)−1 and µi = λi

(∥∥∥∥ ∞∑
i=1

λifi(x)xi

∥∥∥∥)−1

.

Then,
∥∥∥∥ n∑

i=1

µifi(x)xi

∥∥∥∥ > 1− δ and
∥∥∥∥ ∞∑

i=1

µifi(x)xi

∥∥∥∥ = 1. But

∥∥∥∥ ∞∑
i=n+1

µifi(x)xi

∥∥∥∥ ≥ c

(∥∥∥∥ ∞∑
i=1

λifi(x)xi

∥∥∥∥)−1

> c(1− δ)

≥ c(1− η).

By taking ε = c(1− η) our assertion is established.

Next, we give another type of property, called property M, for a Schauder frame.

Definition 25. [29] Let E be a Banach space, ({fn}, {xn})({fn} ⊂ E∗, {xn} ⊂ E) be a

Schauder frame for E. Then, ({fn}, {xn}) ({fn} ⊂ E∗, {xn} ⊂ E) for E is said to satisfy

property (M) if for any finite family of weights {λi}n+m
i=1 and x ∈ E

∥∥∥∥ n∑
i=1

λifi(x)xi

∥∥∥∥ ≤
∥∥∥∥n+m∑

i=1

λifi(x)xi

∥∥∥∥. (4.3)

If the inequality (4.3) is strict then the Schauder frame ({fn}, {xn}) is said to satisfy

property (M) strictly.

In order to prove the existence of a Schauder frame satisfying property (M), we give

the following examples.

Example 13. [29] Let E = lp (p ≥ 1). Let {en} be a sequence of unit vectors in E

and {fn} be a sequence of unit vectors in E∗. Then (fn, en) is a Schauder frame for E

satisfying property (M).

Example 14. [29] Let E = c0. Let {en} be a sequence of unit vectors in E and {fn}
be a sequence of unit vectors in E∗. Then ({fn}, {en}) is a Schauder frame for E which

satisfies property (M) but not strictly.

In the following result, we prove that property (II) (or property (I)) is a necessary

condition for a Schauder frame satisfying property (M) in a uniformly convex Banach
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space.

Theorem 4.4.2. [29] Let E be a uniformly convex Banach space. If ({fn}, {xn}) is a

Schauder frame for E satisfying property (M), then ({fn}, {xn}) satisfies property (II)

(hence property (I)).

Proof. Suppose on the contrary that Schauder frame ({fn}, {xn}) does not satisfy prop-

erty (II). Then, there exists an ε > 0 such that for every δ > 0 one can find family of

weights {λδi}∞i=1, x ∈ E and n ∈ N with series
∞∑
i=1

λδifi(x)xi converging in E such that

∥∥∥∥ n∑
i=1

λδifi(x)xi

∥∥∥∥ > 1− δ,

∥∥∥∥ ∞∑
i=1

λδifi(x)xi

∥∥∥∥ = 1 but
∥∥∥∥ ∞∑

i=n+1

λδifi(x)xi

∥∥∥∥ > ε.

Then, in view of property (M) for the Schauder frame ({fn}, {xn}), we have

1− δ <

∥∥∥∥ n∑
i=1

λδifi(x)xi

∥∥∥∥ ≤
∥∥∥∥ ∞∑

i=1

λδifi(x)xi

∥∥∥∥ = 1.

Since, the Banach space E is uniformly convex, there is a δ0 with 0 < δ0 < 1, such

that whenever ∥x∥ ≤ 1, ∥y∥ ≤ 1 and ∥x − y∥ > ε, we have
∥∥∥∥x+ y

2

∥∥∥∥ ≤ 1 − δ0. Take

x0 =
n∑

i=1

λδifi(x)xi and y0 =
∞∑
i=1

λδifi(x)xi then, ∥x0∥ ≤ 1, ∥y0∥ ≤ 1 and ∥x0 − y0∥ > ε.

Hence,

1− δ0 ≤
∥∥∥∥x0 + y0

2

∥∥∥∥
=

∥∥∥∥ n∑
i=1

λδifi(x)xi +
1

2

∞∑
i=n+1

λδifi(x)xi

∥∥∥∥
≥

∥∥∥∥ n∑
i=1

λδifi(x)xi

∥∥∥∥
> 1− δ0

which is absurd.

Next, we define two more properties for a Schauder frame related to earlier properties.

Definition 26. [29] Let E be a Banach space, ({fn}, {xn})({fn} ⊂ E∗, {xn} ⊂ E) be a

Schauder frame for E. Then, ({fn}, {xn}) ({fn} ⊂ E∗, {xn} ⊂ E) for E is said to satisfy
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1. property (B), if

sup
n

∥∥∥∥ n∑
i=1

λifi(x)xi

∥∥∥∥ <∞ ⇒
∞∑
i=1

λifi(x)xi <∞,

where {λi}∞i=1 is any family of weights and x ∈ E.

2. property (SB), if

sup
n

∥∥∥∥ n∑
i=1

αifi(x)xi

∥∥∥∥ <∞ ⇒
∞∑
i=1

αifi(x)xi <∞,

where {αi}∞i=1 is any family of scalars and x ∈ E.

Regarding the existence of a Schauder frame satisfying property (B) and property (SB)

one may observe that for E = lp(p ≥ 1), if {en} be a sequence of unit vectors in E and

{fn} be a sequence of unit vectors in E∗. Then, ({fn}, {en}) is a Schauder frame for E

which satisfies property (SB) and hence property (B).

In the following result, we prove that property (B) is a necessary condition for a

Schauder frame satisfying property (I) (or property (II)).

Theorem 4.4.3. [29] If ({fn}, {xn}) ({fn} ⊂ E*,{xn} ⊂ E) is a Schauder frame for E

satisfying property (I) then ({fn}, {xn}) satisfies property (B).

Proof. Let sup
n

∥∥∥∥ n∑
i=1

λifi(x)xi

∥∥∥∥ <∞. Let {yn} ⊂ E be any bounded sequence such that

yn =
n∑

i=1

λifi(x)xi, n ∈ N.

To complete the proof, it is enough to establish that lim
n→∞

yn exists in E. Choose a sequence

{nk} of positive integers such that

lim
k→∞

∥ynk
∥ = lim

n→∞
∥yn∥ = B.

If B = 0, then lim
n→∞

yn = 0 exists. If B ̸= 0 then, we shall show that {ynk
} is a Cauchy

sequence in E. Suppose on the contrary that {ynk
} is not a Cauchy sequence in E, then

there exist δ > 0 and subsequences {ynkj
} and {ynpj

} of {ynk
} with nkj > npj , j ∈ N

such that

∥ynkj
− ynpj

∥ ≥ δ, j ∈ N.
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Since
∥∥∥∥ynkj

− ynpj

∥ynpj
∥

∥∥∥∥ ≥ δ

A
= c > 0, where A = sup

n
∥yn∥ < ∞, it follows, in view of

property (I), that

lim
j→∞

∥ynkj
∥ ≥ lim

j→∞
∥ynpj

∥(1 + γc).

This gives B ≥ B(1+ γc), which is impossible. Hence, {ynk
} is a Cauchy sequence in E.

Let lim
k→∞

ynk
= a, where a ∈ E. Then

a = lim
k→∞

nk∑
i=1

λifi(x)xi

= lim
n→∞

n∑
i=1

λifi(x)xi = lim
n→∞

yn.

Corollary 4.4.1. [29] If ({fn}, {xn}) is a Schauder frame satisfying property (M) in a

uniformly convex Banach space E, then ({fn}, {xn}) also satisfies property (B).

Proof. The result follows in view of Theorem (4.4.2) and Theorem (4.4.3).

Remark: The converse of Theorem (4.4.3) is not be true. In fact, in view of Example

6, one may verify that ({fn}, {xn}) satisfies property (B) but does not satisfies property

(I).

Finally, we obtain a necessary condition for a Schauder frame satisfying property (SB).

Theorem 4.4.4. [29] Let ({fn}, {xn})({fn} ⊂ E∗, {xn} ⊂ E) be a Schauder frame for a

Banach space E satisfying property (SB). Then, for every ϕ ∈ E∗∗ the series
∞∑
i=1

ϕ(fi)xi

converges in E.

Proof. Let ϕ ∈ E∗∗ be arbitrary. If ϕ ∈ [fn]
⊥ such that ϕ ̸= 0, then the series

∞∑
i=1

ϕ(fi)xi

is convergent. Let ϕ /∈ [fn]
⊥ and for each n ∈ N, Sn be the partial sum operator to

∞∑
i=1

fi(x)xi with adjoint S∗
n, then

[S∗
n(g)](x) = g

[ n∑
i=1

fi(x)xi

]
=

[ n∑
i=1

g(xi)fi

]
(x), g ∈ E∗, x ∈ E.
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This gives

[S∗
n(g)] =

n∑
i=1

g(xi)fi, g ∈ E∗, n = 1, 2, 3 . . . .

Further, we have

[S∗∗
n (ϕ)](f) = ϕ

[ n∑
i=1

f(xi)fi

]
= f

[ n∑
i=1

ϕ(fi)xi

]

Therefore

[S∗∗
n (ϕ)] = π

[ n∑
i=1

ϕ(fi)xi

]

where, π is the canonical mapping of E into E∗∗. Since π is an isometry, it follows that∥∥∥∥ n∑
i=1

ϕ(fi)xi

∥∥∥∥ = ∥S∗∗
n (ϕ)∥

≤ ∥Sn∥∥ϕ∥.

Thus,

sup
n

∥∥∥∥ n∑
i=1

ϕ(fi)xi

∥∥∥∥ <∞.

Without loss of generality we may assume that fn ̸= 0 for all n ∈ N. Then, there

exists 0 ̸= x ∈ E such that fn(x) ̸= 0 for all n ∈ N. Choose {αi} ⊂ K such that

ϕ(fi)(x) = αifi(x), i ∈ N. Then sup
n

∥∥∥∥ n∑
i=1

αifi(x)xi

∥∥∥∥ < ∞. Hence,
∞∑
i=1

αifi(x)xi

converges.
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Chapter 5

SUMMARY AND CONCLUSIONS

5.1 Summary

The thesis consists of five chapters. In chapter 1, the introduction and application of se-

quence spaces have been given. The rationale and objectives of the research work have

been stated. The main part of thesis starts from chapter 2 and ends with chapter 4. The last

chapter is about summary and conclusions including some recommended future works.

In chapter 2, some well known sequence spaces are given. The different sequence spaces

using Orlicz function have been mentioned. The class c0(M, (X, ||.||), ā, ᾱ) of vector val-

ued difference sequences have been introduced as the generalization of classical sequence

space of null type. The linear property and inclusion relations in terms of different param-

eters have been established. In the similar way, the different properties associated with

the sequence space of bounded type is studied. In addition to this, in this chapter, the class

l∞(M,X, (Y, ∥.∥)) of Banach space Y− valued functions is introduced. The properties

such as linearity, completeness, solidness etc. of this space have been established.

In chapter 3, the sequence spaces defined by Φ− function have been introduced and stud-

ied as a generalization of the Orlicz space. The properties like linearity, paranormed struc-

tures, completeness and solidness of the sequence space of null type have been proved.

Furthermore, motivated by convergence property of sequence and series, the attempts

have been made to study sequence spaces using ideal convergence and Orlicz function

in 2− normed space. Besides these, various types of convergence are summarized and

a study on sequence spaces using ideal convergence have done. The linearity, inclusion

relations, sequence algebra property and solidness are proved.
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In chapter 4, as the application of sequences, certain types of frames in Banach spaces

are introduced. The atomic decomposition in a non-locally convex Banach space is de-

fined. The examples are given to exhibit the existence of atomic decomposition. It is

proved that if a p− Banach space has an atomic decomposition then it is isomorphic to its

p− Banach sequence space. Finally, some reults on shrinking atomic decomposition and

strongly shrinking atomic decomposition are established. The study of Schauder frames

in Banach spaces is given and discussed property (I) and property (II) associated with

them and proved that the two properties are equivalent. Also, Schauder frames satisfying

property (M) has been defined and it has been proved that, in a uniformly convex Banach

space, if a Schauder frame satisfies property (M), then it also satisfies property (II) (and

hence property (I)). Further, Schauder frames satisfying property (B) has been defined and

it has been proved that if a Schauder frame satisfies property (I) (or property (II)), then it

also satisfies property (B). Finally, we define Schauder frame satisfying property (SB)
and gave a necessary condition for a Schauder frame to satisfy property (SB).

5.2 Conclusions

It is concluded that the generalized sequence spaces have more rich topological and alge-

braic properties than the classical one. The study of sequence spaces in various directions

enriches the theory of sequence spaces. In this research work, the generalized sequence

spaces c0(M, (X, ||.||), ā, ᾱ) and l∞(M, (X, ||.||), ā, ᾱ) of null type and bounded type re-

spectively, have been introduced and studied using difference operator. These spaces stud-

ied in this research work are the extension of the work done by Srivastava and Pahari[89]

in 2012. The results can be extended further to the sequence spaces of convergent type.

One can study these spaces by endowing with suitable paranorm. The topological struc-

tures studied in the space l∞(M,X, (Y, ∥.∥)) can be used for the generalization and unifi-

cation of sequence and function spaces. The spaces W0(∆, f), W (∆, f) and W∞(∆, f)

using Φ− function studied in this research work are constructed by extending the re-

sults done by Herawati and Gultom[36] in 2019. The results studied in sequence space

W0(∆, f) of null type can be extended to the sequence spaces of convergent and bounded

types. The sequence spaces using ideal convergence can be extended to study the summa-

bility theory. Moreover, the results obtained in this research work can be used to explore

the linear and topological properties of sequence and function spaces. Beside these, se-

quence space and frame theory are interrelated. They provide a mathematical framework

to understand and analyze the sequence of data and signals. The certain properties stud-

ied for Schauder frames can be used to study other frames. It is also proved that if a p−
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Banach space has an atomic decomposition then it is isomorphic to its associated p− Ba-

nach sequence spaces. Finally, it is concluded that this research work enriched the theory

of sequence and function spaces in different directions and the concepts and techniques

developed in this work have numerous applications in mathematics and mathematical sci-

ences.

5.3 Recommendations for the Future Work

The sequence and function spaces can be generalized in different ways. The spaces stud-

ied in this research work can also be studied using modulus function. Moreover, some

of the sequence spaces can be extended to n−normed spaces. Sequence spaces can be

studied using different type of convergence. The infinite systems of differential equa-

tions occurring in the theory of neural nets, theory of dissociation of polymers, theory of

branching problems can be studied in sequence spaces with the help of measure of non-

compactness. The study of interconnection between frame theory and sequence space can

be done as they have wide range of applications in signal processing , data processing,

etc. Some of the recommendations for future works are as follows:

• to generalize the sequence spaces studied in this research work or similar type of

sequence spaces to accommodate more general types of sequence spaces having

rich topological and algebraic properties;

• to study more structural properties of sequence spaces such as completeness and

convergence etc;

• to study and extend the sequence space defined in this research work or similar type

in 2-normed spaces to n−normed spaces;

• to explore more applications of frames in sequence spaces;

• to study the application of sequence spaces in various field such as machine learn-

ing, signal processing, numerical analysis etc.
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Abstract. Schauder frames satisfying property (I) and property (II) has been
defined and studied. It has been proved that an atomic decomposition satisfies
property (I) if and only if it satisfies property (II). Also, Schauder frames satisfying
property (M) has been defined and it has been proved that, in a uniformly convex
Banach space, if a Schauder frame satisfies property (M), then it also satisfies
property (II) (and hence property (I)). Further, we define atomic decompositions
satisfying property (B) and prove that property (B) is a necessary condition for an
atomic decomposition satisfying property (I). Finally, we define property (SB) for
a Schauder frame and gave a necessary condition for it.

1. Introduction

Frames for Hilbert spaces were formally introduced by Duffin and Schaeffer [7] and
reintroduced by Daubechies et al. [6]. Today, frames are main tools for use in signal and
image processing, compression, sampling theory, optics, filter banks, signal detection etc.

Coifman and Weiss [5], introduced the notion of atomic decompositions for
function spaces. Later, Feichtinger and Gröchenig [8] extended the notion of atomic
decomposition to Banach spaces. Gröchenig [9] introduced a more general concept
for Banach spaces called Banach frame. Retro Banach frames for dual Banach spaces
were introduced and studied in [12] and the notion of Weak∗-Schauder frames for dual
Banach spaces were introduced and studied in [14]. In [3], Casazza, et al. gave various
definitions of frames for Banach spaces including that of Schauder frame. Later, Han
and Larson [10] defined Schauder frame for a Banach space. In 2008, Casazza, et al.
[2] studied the coefficient quantization of Schauder frames in Banach spaces. Liu [15]
gave the concepts of minimal and maximal associated bases with respect to Schauder
frames and closely connected them with the duality theory. In [17], Liu and Zheng
gave a characterization of Schauder frames which are near-Schauder bases. Infact, they

2000 Mathematics Subject Classification. 42C15, 42A38.
Key words and phrases. Schauder frames, Reconstruction property, and Banach frames.
Communicated by. Sumit Kumar Sharma
†Corresponding author
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generalized some results due to Holub [11]. Beanland et al.[1], proved that the upper
and lower estimates theorems for finite dimensional decompositions of Banach spaces
can be extended and modified to Schauder frames, and gave a complete characterization
of duality for Schauder frames. Φ-Schauder frames were introduced and studied by
Vashisht [18]. Liu [16] associated an operator with a Schauder frame and called it
Hilbert-Schauder frame operator.

In the present paper, we study Schauder frames in Banach spaces and discussed
property (I) and property (II) associated with them and proved that the two properties
are equivalent. Also, Schauder frames satisfying property (M) has been defined and
it has been proved that, in a uniformly convex Banach space, if a Schauder frame
satisfies property (M), then it also satisfies property (II) (and hence property (I)).
Further, Schauder frames satisfying property (B) has been defined and it has been
proved that if a Schauder frame satisfies property (I) (or property (II)), then it also
satisfies property (B). Finally, we define Schauder frame satisfying property (SB) and
gave a necessary condition for a Schauder frame to satisfy property (SB).

Throughout the paper, E will denote an infinite dimensional Banach space over the
scalar field K(R or C), E∗ and E∗∗, respectively, the first and second conjugate spaces
of E, indexed by N, [fn] the closed linear span of {fn} and [f̃n] the closed linear span of
{fn} in the σ(E∗,E)-topology. A sequence {fn} in E∗ is said to be complete if [fn] = E∗

and total if {x ∈ E : fn(x) = 0, n ∈ N} = {0}.

Definition 1.1 ([10]). Let E be a Banach space, {xn} be a sequence in E and {fn} be
a sequence in E∗. Then, the pair ({fn}, {xn}) is called a Schauder frame for E if

x =

∞∑
n=1

fn(x)xn, x ∈ E.

The positive constants A,B are called Schauder frame bounds for the Schauder frame
({fn}, {xn}).

2. Main Results

Definition 2.1. Let E be a Banach space, ({fn}, {xn})({fn} ⊂ E∗, {xn} ⊂ E) be a
Schauder frame for E. Then,
(a) ({fn}, {xn}) is said to satisfy property (I), if for each c > 0 there exists a number

γc > 0 such that∥∥∥∥ n∑
i=1

λifi(x)xi

∥∥∥∥ = 1,

∥∥∥∥ ∞∑
i=n+1

λifi(x)xi

∥∥∥∥ ≥ c ⇒
∥∥∥∥ ∞∑

i=1

λifi(x)xi

∥∥∥∥ ≥ 1 + γc,

where {λi}∞i=1 is any family of weights, i.e., λi > 0 for all i ∈ N and x ∈ E.
(b) ({fn}, {xn}) is said to satisfy property (II), if for each ε > 0 there exists a δ > 0

such that∥∥∥∥ n∑
i=1

λifi(x)xi

∥∥∥∥ > 1− δ,

∥∥∥∥ ∞∑
i=1

λifi(x)xi

∥∥∥∥ = 1 ⇒
∥∥∥∥ ∞∑

i=n+1

λifi(x)xi

∥∥∥∥ ≤ ε,

where {λi}∞i=1 is any family of weights and x ∈ E.
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Regarding the existence of property (I), one may observe that if {en} is the unit
vector sequence of E = ℓ1 and {fn} is the unit vector sequence in E∗, then ({fn}, {en})
is a Schauder frame for E satisfying property (I). Also, the Schauder frame defined in
the Example 2.2 does not satisfy property (I).

Example 2.2. Let E = l1. Let {en} be a sequence of unit vectors in E and {hn} be a
sequence of unit vectors in E∗. Define {xn} ⊂ E and {fn} ⊂ E∗ by

x1 =
1

2
(e1 + e2), x2 =

1

2
(−e1 + e2), xn = en, n ≥ 3 and

f1 = h1 + h2, f2 = −h1 + h2, fn = hn, n ≥ 3.

However, it does not satisfy property (I). Indeed, for x = (0, 1, 0, 0, 0 . . .) ∈ E and for
any sequence of weights {λi}∞i=i with λ1 = λ2 = 1, we have

∥λ1f1(x)x1∥ = 1,

∥∥∥∥ ∞∑
i=2

λifi(x)xi

∥∥∥∥ = 1 but
∥∥∥∥ ∞∑

i=1

λifi(x)xi

∥∥∥∥ = 1.

In the following result we prove that the two properties are equivalent:

Theorem 2.3. For a Schauder frame ({fn}, {xn}) ({fn} ⊂ E∗, {xn} ⊂ E) in a Banach
space E the property (I) and property (II) are equivalent.

Proof. Suppose that ({fn}, {xn}) is a Schauder frame satisfying property (I) but not
property (II). Then, there exists an ε > 0, x ∈ E, family of weights {λi}∞i=1 and n ∈ N
such that for each δ > 0∥∥∥∥ n∑

i=1

λifi(x)xi

∥∥∥∥ > 1− δ,

∥∥∥∥ ∞∑
i=1

λifi(x)xi

∥∥∥∥ = 1 but
∥∥∥∥ ∞∑

i=n+1

λifi(x)xi

∥∥∥∥ > ε.

Let γc > 0 be any number. Choose

δ = γc(1 + γc)
−1 and µi = λi

(∥∥∥∥ n∑
i=1

λifi(x)xi

∥∥∥∥)−1

.

Then,
∥∥∥∥ n∑

i=1

µifi(x)xi

∥∥∥∥ = 1. So

∥∥∥∥ ∞∑
i=n+1

µifi(x)xi

∥∥∥∥ > ε

(∥∥∥∥ n∑
i=1

λifi(x)xi

∥∥∥∥)−1

≥ ε

(
sup
n

∥∥∥∥ n∑
i=1

λifi(x)xi

∥∥∥∥)−1

= c > 0, where c = ε

(
sup
n

∥∥∥∥ n∑
i=1

λifi(x)xi

∥∥∥∥)−1

.

But,
∥∥∥∥ ∞∑

i=1

µifi(x)xi

∥∥∥∥ < 1 + γc. This is a contradiction.

Conversely, let ({fn}, {xn}) satisfies property (II) but not property (I). Then, there
exists a c > 0 such that for every γc > 0, there is a sequence of weights {λi}∞i=1 ⊂ K,
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x ∈ E and n ∈ N such that∥∥∥∥ n∑
i=1

λifi(x)xi

∥∥∥∥ = 1,

∥∥∥∥ ∞∑
i=n+1

λifi(x)xi

∥∥∥∥ ≥ c but
∥∥∥∥ ∞∑

i=1

λifi(x)xi

∥∥∥∥ < 1 + γc.

So, there is an ε > 0 such that for no δ > 0, the relation in property (II) is satisfied.
Indeed, let 0 < η < 1 be arbitrary but fixed and δ > 0 be arbitrary such that δ ≤ η.
Choose

γc = δ(1− δ)−1 and µi = λi

(∥∥∥∥ ∞∑
i=1

λifi(x)xi

∥∥∥∥)−1

.

Then,
∥∥∥∥ n∑

i=1

µifi(x)xi

∥∥∥∥ > 1− δ and
∥∥∥∥ ∞∑

i=1

µifi(x)xi

∥∥∥∥ = 1. But∥∥∥∥ ∞∑
i=n+1

µifi(x)xi

∥∥∥∥ ≥ c

(∥∥∥∥ ∞∑
i=1

λifi(x)xi

∥∥∥∥)−1

> c(1− δ)

≥ c(1− η).

By taking ε = c(1− η) our assertion is established. �

Next, we give another type of property, called property (M), for a Schauder frame.

Definition 2.4. Let E be a Banach space, ({fn}, {xn})({fn} ⊂ E∗, {xn} ⊂ E) be a
Schauder frame for E. Then, ({fn}, {xn}) ({fn} ⊂ E∗, {xn} ⊂ E) for E is said to satisfy
property (M) if for any finite family of weights {λi}n+m

i=1 and x ∈ E∥∥∥∥ n∑
i=1

λifi(x)xi

∥∥∥∥ ≤
∥∥∥∥n+m∑

i=1

λifi(x)xi

∥∥∥∥, m, n ∈ N. (2.1)

If the inequality (2.1) is strict then the Schauder frame ({fn}, {xn}) is said to satisfy
property (M) strictly.

In order to show the existence of a Schauder frame satisfying property (M), we give
the following examples.

Example 2.5. Let E = lp (p ≥ 1). Let {en} be a sequence of unit vectors in E and
{fn} be a sequence of unit vectors in E∗. Then ({fn}, {en}) is a Schauder frame for E
satisfying property (M).

Example 2.6. Let E = c0. Let {en} be a sequence of unit vectors in E and {fn} be
a sequence of unit vectors in E∗. Then ({fn}, {en}) is a Schauder frame for E which
satisfies property (M) but not strictly.

In the following result, we prove that property (II) (or property (I)) is a necessary
condition for a Schauder frame satisfying property (M) in a uniformly convex Banach
space.

Theorem 2.7. Let E be a uniformly convex Banach space. If ({fn}, {xn}) is a Schauder
frame for E satisfying property (M), then ({fn}, {xn}) satisfies property (II) (hence
property (I)).
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Proof. Suppose on the contrary that Schauder frame ({fn}, {xn}) does not satisfy
property (II). Then, there exists an ε > 0 such that for every δ > 0 one can find
family of weights {λδ

i }∞i=1, x ∈ E and n ∈ N with series
∞∑
i=1

λδ
i fi(x)xi converging in E

such that∥∥∥∥ n∑
i=1

λδ
i fi(x)xi

∥∥∥∥ > 1− δ,

∥∥∥∥ ∞∑
i=1

λδ
i fi(x)xi

∥∥∥∥ = 1 but
∥∥∥∥ ∞∑

i=n+1

λδ
i fi(x)xi

∥∥∥∥ > ε.

Then, in view of property (M) for the Schauder frame ({fn}, {xn}), we have

1− δ <

∥∥∥∥ n∑
i=1

λδ
i fi(x)xi

∥∥∥∥ ≤
∥∥∥∥ ∞∑

i=1

λδ
i fi(x)xi

∥∥∥∥ = 1.

Since, the Banach space E is uniformly convex, there is a δ0 with 0 < δ0 < 1, such
that whenever ∥x∥ ≤ 1, ∥y∥ ≤ 1 and ∥x − y∥ > ε, we have

∥∥∥∥x+ y

2

∥∥∥∥ ≤ 1 − δ0. Take

x0 =
n∑

i=1

λδ
i fi(x)xi and y0 =

∞∑
i=1

λδ
i fi(x)xi then, ∥x0∥ ≤ 1, ∥y0∥ ≤ 1 and ∥x0 − y0∥ > ε.

Hence,

1− δ0 ≤
∥∥∥∥x0 + y0

2

∥∥∥∥
=

∥∥∥∥ n∑
i=1

λδ
i fi(x)xi +

1

2

∞∑
i=n+1

λδ
i fi(x)xi

∥∥∥∥
≥

∥∥∥∥ n∑
i=1

λδ
i fi(x)xi

∥∥∥∥
> 1− δ0

which is absurd. �

Next, we define two more properties for a Schauder frame related to earlier properties.

Definition 2.8. Let E be a Banach space, ({fn}, {xn})({fn} ⊂ E∗, {xn} ⊂ E) be a
Schauder frame for E. Then, ({fn}, {xn}) ({fn} ⊂ E∗, {xn} ⊂ E) is said to satisfy
(a) property (B), if

sup
n

∥∥∥∥ n∑
i=1

λifi(x)xi

∥∥∥∥ < ∞ ⇒
∞∑
i=1

λifi(x)xi < ∞,

where {λi}∞i=1 is any family of weights and x ∈ E.
(b) property (SB), if

sup
n

∥∥∥∥ n∑
i=1

αifi(x)xi

∥∥∥∥ < ∞ ⇒
∞∑
i=1

αifi(x)xi < ∞,

where {αi}∞i=1 is any family of scalars and x ∈ E.

Regarding the existence of a Schauder frame satisfying property (B) and
property (SB) one may observe that for E = lp(p ≥ 1), if {en} be a sequence of unit
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vectors in E and {fn} be a sequence of unit vectors in E∗. Then, ({fn}, {en}) is a
Schauder frame for E which satisfies property (SB) and hence property (B).

In the following result, we prove that property (B) is a necessary condition for a
Schauder frame satisfying property (I) (or property (II)).

Theorem 2.9. If ({fn}, {xn}) ({fn} ⊂ E*,{xn} ⊂ E) is a Schauder frame for E
satisfying property (I) then ({fn}, {xn}) satisfies property (B).

Proof. Let sup
n

∥∥∥∥ n∑
i=1

λifi(x)xi

∥∥∥∥ < ∞. Let {yn} ⊂ E be any bounded sequence such that

yn =

n∑
i=1

λifi(x)xi, n ∈ N.

To complete the proof, it is enough to establish that lim
n→∞

yn exists in E. Choose a
sequence {nk} of positive integers such that

lim
k→∞

∥ynk
∥ = lim

n→∞
∥yn∥ = B.

If B = 0, then lim
n→∞

yn = 0 exists. If B ̸= 0 then, we shall show that {ynk
} is a Cauchy

sequence in E. Suppose on the contrary that {ynk
} is not a Cauchy sequence in E, then

there exist δ > 0 and subsequences {ynkj
} and {ynpj

} of {ynk
} with nkj

> npj
, j ∈ N

such that
∥ynkj

− ynpj
∥ ≥ δ, j ∈ N.

Since
∥∥∥∥ynkj

− ynpj

∥ynpj
∥

∥∥∥∥ ≥ δ

A
= c > 0, where A = sup

n
∥yn∥ < ∞, it follows, in view of

property (I), that
lim
j→∞

∥ynkj
∥ ≥ lim

j→∞
∥ynpj

∥(1 + γc).

This gives B ≥ B(1+ γc), which is impossible. Hence, {ynk
} is a Cauchy sequence in E.

Let lim
k→∞

ynk
= a, where a ∈ E. Then

a = lim
k→∞

nk∑
i=1

λifi(x)xi

= lim
n→∞

n∑
i=1

λifi(x)xi = lim
n→∞

yn. �

Corollary 2.10. If ({fn}, {xn}) is a Schauder frame satisfying property (M) in a
uniformly convex Banach space E, then ({fn}, {xn}) also satisfies property (B).

Proof. The result follows in view of Theorem 2.7 and Theorem 2.9. �

Remark 2.11. The converse of Theorem 2.9 is not be true. In fact, in view of Example
2.2, one may verify that ({fn}, {xn}) satisfies property (B) but does not satisfies property
(I).

Finally, we obtain a necessary condition for a Schauder frame satisfying
property (SB).
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Theorem 2.12. Let ({fn}, {xn})({fn} ⊂ E∗, {xn} ⊂ E) be a Schauder frame for a
Banach space E satisfying property (SB). Then, for every ϕ ∈ E∗∗ the series

∞∑
i=1

ϕ(fi)xi

converges in E.

Proof. Let ϕ ∈ E∗∗ be arbitrary. If ϕ ∈ [fn]
⊥ such that ϕ ̸= 0, then the series

∞∑
i=1

ϕ(fi)xi

is convergent. Let ϕ /∈ [fn]
⊥ and for each n ∈ N, Sn be the partial sum operator to

∞∑
i=1

fi(x)xi with adjoint S∗
n, then

[S∗
n(g)](x) = g

[ n∑
i=1

fi(x)xi

]

=

[ n∑
i=1

g(xi)fi

]
(x), g ∈ E∗, x ∈ E.

This gives

[S∗
n(g)] =

n∑
i=1

g(xi)fi, g ∈ E∗, n = 1, 2, 3 . . . .

Further, we have

[S∗∗
n (ϕ)](f) = ϕ

[ n∑
i=1

f(xi)fi

]
= f

[ n∑
i=1

ϕ(fi)xi

]
.

Therefore

[S∗∗
n (ϕ)] = π

[ n∑
i=1

ϕ(fi)xi

]
,

where π is the canonical mapping of E into E∗∗. Since π is an isometry, it follows that∥∥∥∥ n∑
i=1

ϕ(fi)xi

∥∥∥∥ = ∥S∗∗
n (ϕ)∥

≤ ∥Sn∥∥ϕ∥.

Thus,

sup
n

∥∥∥∥ n∑
i=1

ϕ(fi)xi

∥∥∥∥ < ∞.

Without loss of generality we may assume that fn ̸= 0 for all n ∈ N. Then, there
exists 0 ̸= x ∈ E such that fn(x) ̸= 0 for all n ∈ N. Choose {αi} ⊂ K such that

ϕ(fi)(x) = αifi(x), i ∈ N. Then sup
n

∥∥∥∥ n∑
i=1

αifi(x)xi

∥∥∥∥ < ∞. Hence,
∞∑
i=1

αifi(x)xi

converges.
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Abstract. In this paper, we define atomic decompositions in a non- locally convex

Banach space lp(0 < p ≤ 1) and discuss its existence through examples. Also, a

sufficient condition for its existence is given and it is observed that if a p-Banach

space has an atomic decomposition, then the space is isomorphic to its associated

p-Banach sequence space. Further, necessary and sufficient conditions for an atomic

decomposition in a p-Banach space is given. Finally, we define shrinking atomic

decomposition and gave a necessary and sufficient condition for it.

1. Introduction

Let X be a vector space over a field F. A p-norm ‖.‖p for 0 < p ≤ 1 on X is a

mapping from X −→ R satisfying the following properties:

(1) ‖x‖p ≥ 0, for all x ∈ X .

(2) ‖x‖p = 0 ⇐⇒ x = 0.

(3) ‖αx‖p = |α|p ‖x‖p , for all x ∈ X and α ∈ F.

(4) ‖x+ y‖p ≤ ‖x‖p + ‖y‖p , for all x, y ∈ X .

The pair (X, ‖.‖p) is called a p-normed linear space.

If p = 1, then the p-norm is equal to norm on X .

A p-normed linear space X over a field F is called a p-Banach space if it is complete.

A linear operator T : (X, ‖.‖p) −→ (Y, ‖.‖q) is said to be bounded if there exists a
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real number M > 0 such that

‖T (x)‖
1

q
q ≤ M ‖x‖

1

p
p , for all x ∈ X.

The collection of all bounded linear operators from the p-Banach space X to the

q-Banach space Y is denoted by B(X, Y ) which is a Banach space with norm given

by

‖T‖ = sup
x∈X
x 6=0

‖T (x)‖
1

q
q

‖x‖
1

p
p

.

Let X be a p-Banach space. A linear functional f : X −→ F is said to be bounded

on X if there exists a real number M > 0 such that

|f(x)| ≤ M ‖x‖
1

p , for all x ∈ X.

The collection of all bounded linear functionals on the p-Banach space X is denoted

by X∗ which is also a Banach space with norm given by ‖f‖ = sup
‖x‖p≤1

|f(x)| and is

called the conjugate space of X .

The concept of frame was first defined by Duffin and Schaeffer [7] in 1952. Frames

were reintroduced in 1986 by Daubechies, Grossmann and Y. Meyer [6]. Coifman and

Weiss [5], introduced the notion of atomic decomposition for certain Function spaces.

Later, the notion of atomic decomposition to certain Banach spaces was extended

by Feichtinger and Gröchenig [8]. Atomic decompositions were further studied by

Kaushik and Sharma [10, 11, 12, 13]

In this paper, we define atomic decompositions in a non- locally convex Banach

space lp(0 < p ≤ 1). Also, the existence of atomic decomposition is exhibited through

examples. Further, a sufficient condition for its existence is given and it is proved that

if a p-Banach space has an atomic decomposition, then the space is isomorphic to its

associated p-Banach sequence space. Furthermore, necessary and sufficient conditions

for an atomic decomposition in a p-Banach space is given. Finally, shrinking atomic

decomposition is defined and a necessary and sufficient condition for it is given.

2. Atomic decompositions in p-Banach spaces

In this section, we define atomic decomposition in a p-Banach space and give examples

for its existence. Then, we give a sufficient condition, a necessary condition, and a
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necessary and sufficient condition for its existence. We begin with the following

definition:

Definition 1. Let X be a p-Banach space. A sequence {fn} ⊂ X∗ is said to be

fundamental over X if {x ∈ X : fn(x) = 0, for all n ∈ N} = {0}.

Example 2.1. Consider the p-Banach space X = lp, 0 < p < 1 with p-norm given

by

‖x‖p =
∞
∑

n=1

|xn|
p
, for all x ∈ X.

Define fn : X −→ F by

fn(x) = fn({xi}) = xn, for all x ∈ lp and n ∈ N.

Then, each fn is linear. Also, fn is bounded for each n because

|fn(x)| = |xn| ≤ (

∞
∑

n=1

|xn|
p)

1

p = ‖x‖
1

p
p , for all x ∈ X.

Also, for x ∈ X, fn(x) = 0, for all n ∈ N =⇒ x = 0.

Hence, {fn} is a fundamental sequence over X = lp.

Next, we give a necessary condition for a fundamental sequence in X∗.

Theorem 2.1. If X is a p-Banach space and {fn} ⊂ X∗ is fundamental over X.

Then there exists an associated p-Banach sequence space Xd = {{fn(x)} : x ∈ X}

with p-norm ‖{fn(x)}‖Xd
= ‖x‖p , for all x ∈ X.

Proof. Let x ∈ X . If x = 0, then fn(0) = 0, for all n ∈ N.

Let x 6= 0. Then there exist at least one fi ∈ X∗ such that fi(x) 6= 0.

Define the set of sequences associated with the p-Banach space X by

Xd = {{fn(x)} : x ∈ X} .

Then, it is easy to verify that Xd is a p-normed linear space with the p-norm defined

by

‖{fn(x)}‖Xd
= ‖x‖p , for all x ∈ X.
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Now, we prove that Xd is a p-Banach space.

Let {{fn(xi)}n}i be a p-Cauchy sequence in Xd, which using the definition of p-

Cauchy sequence and p-norm on Xd implies that {xi} is a p-Cauchy in X which is

p-Banach space and so it is p-convergent in X .

One can easily verify that {{fn(xi)}n}i will converge to {fn(x)} in (Xd, ‖.‖Xd
) and

hence (Xd, ‖.‖Xd
) is a p-Banach space. �

Corollary 2.1. If X is a p-Banach space and {fn} ⊂ X∗ is fundamental over X.

Then, X is isomorphic to the p-Banach sequence space Xd = {{fn(x)} : x ∈ X} with

p-norm ‖{fn(x)}‖Xd
= ‖x‖p , for all x ∈ X.

Proof. Existence of the associated p-Banach sequence space Xd is proved in Theorem

2.1.

Now, define T : X −→ Xd by

T (x) = {fn(x)} , for all x ∈ X.

Clearly, T is linear, bijective, and an isometry. �

Next, we define the notion of atomic decomposition for p-Banach spaces. We give

the following definition.

Definition 2. Let (X, ‖.‖p) be a p-Banach space and let Xd be a p-Banach sequence

space associated with X. Let {xn} ⊂ X and {fn} ⊂ X∗. Then the pair ({xn} , {fn})

is an atomic decomposition of X with respect to Xd if

(i) {fn(x)}n ∈ Xd, for all x ∈ X.

(ii) There exists constants A,B > 0 such that

A ‖x‖p ≤ ‖{fn(x)}n‖Xd
≤ B ‖x‖p , for all x ∈ X.

(iii) x =
∑∞

n=1
fn(x)xn, for all x ∈ X.

In the following example, we discuss the existence of an atomic decomposition in a

p-Banach space.

Example 2.2. Consider the p-Banach space (lp, ‖.‖p). Let {en} be the sequence of

unit vectors. Then {en} is a Schauder basis of lp.
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Hence for every x ∈ X, there exists a sequence {xn} of scalars such that

x =
∑∞

n=1
xnen.

Let {fn} ⊂ X∗ be a sequence of bounded linear functionals such that

fn(em) = δnm, for all m,n ∈ N.

Then, for each n ∈ N, we have

fn(x) =

∞
∑

i=1

xifn(ei) = xn, x ∈ X

Thus x =
∑∞

n=1
fn(x)en, where {fn(x)} = {xn} ∈ lp = Xd. Hence property (ii) holds

trivially in view of the definition of p-norm of x.

Remark 1. Let X be a p-Banach space, Xd be a p-Banach sequence space such

that ({xn} , {fn}) is an atomic decomposition for X with respect to Xd. Then X is

isomorphic to a subspace of Xd.

Indeed, if ({xn} , {fn}) is an atomic decomposition for X with respect to Xd, then

there exists an isomorphism T : X −→ T (X) ⊂ Xd defined by

T (x) = {fn(x)} , for all x ∈ X.

Definition 3. Let (X, ‖.‖p) be a p-Banach space and let Xd be a p-Banach sequence

space associated with X. Then {fn} ⊂ X∗ is said to be an Xd- frame of X with

respect to Xd if

(i) {fn(x)}n ∈ Xd, for all x ∈ X.

(ii) There exists constants A,B > 0 such that

A ‖x‖p ≤ ‖{fn(x)}n‖Xd
≤ B ‖x‖p , for all x ∈ X.

In the following result, we give a sufficient condition for the existence of an Xd-frame

for X .

Theorem 2.2. Let X be a p-Banach space, Xd be a p-Banach sequence space such

that X is isomorphic to a subspace of Xd, then there exists a sequence {fn} ⊂ X∗

such that {fn} is an Xd-frame for X.
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Proof. Let X ∼= Zd under the isomorphism T , where Zd is a subspace of Xd. Then

for every {an} ∈ Zd there exists x ∈ X such that if fn is the coordinate functionals,

then

(i) {fn(x)}n ∈ Xd, for all x ∈ X .

(ii) There exists constants A,B > 0 such that

A ‖x‖p ≤ ‖{fn(x)}n‖Xd
≤ B ‖x‖p , for all x ∈ X.

�

Next, we give some characterizations of atomic decompositions of X with respect to

Xd.

Theorem 2.3. Let X be a p-Banach space, {xn} ⊂ X and {fn} ⊂ X∗. If X = Ā

where A = {
∑n

i=1
fi(x)xi}. Then the following conditions are equivalent:

(i) ({xn} , {fn}) is an atomic decomposition for X with respect to the associated

p-Banach sequence space Xd = {{ai} :
∑∞

i=1
aixi < ∞} with p-norm

‖{ai}‖Xd
= sup

n∈N

∥

∥

∥

∥

∥

n
∑

i=1

aixi

∥

∥

∥

∥

∥

p

.

(ii) The sequence {Pn} of projections defined by

Pn(x) =
n

∑

i=1

fi(x)xi, for all x ∈ X

is uniformly bounded.

(iii) lim
n→∞

Pn(x) = x, for all x ∈ X.

In this case sup ‖Pn‖
p is called the norm of the {xn}.

Proof. (i) =⇒ (iii) Suppose that ({xn} , {fn}) is an atomic decomposition for X .

Then every x ∈ X can be written as x =
∑∞

n=1
fn(x)xn. Hence x = lim

n→∞
Pn(x).

(iii) =⇒ (ii) Suppose that lim
n→∞

Pn(x) = x, for all x ∈ X .

Then the sequence
{

‖Pnx‖p

}

n
of real numbers is convergent and hence bounded for

each x ∈ X . Therefore, using Banach-Steinhaus Theorem we conclude that {Pn} is

uniformly bounded on X .

(ii) =⇒ (i) Suppose that there exists a K > 0 such that
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‖Pn‖ ≤ K, for all n ∈ N.

If x ∈ A, then Pm(x) = x, for allm ≥ n. Therefore

lim
n→∞

Pn(x) = x, for all x ∈ A.

If x ∈ X , then for every ǫ > 0 there exists y ∈ A such that

‖x− y‖p <
ǫ

3

Since y ∈ A, Pn(y) → y and so for ǫ > 0, there exists M ∈ N such that

(2.1) ‖Pny − y‖p <
ǫ

3
, for all n ≥ M

This yields lim
n→∞

Pn(x) = x, for all x ∈ X and so x =
∑∞

i=1
fi(x)xi. Then {fi(x)} ∈

Xd.

Also for every x ∈ X , we compute

‖x‖p =
∥

∥

∥
lim
n→∞

Pnx

∥

∥

∥

p

≤ sup

∥

∥

∥

∥

∥

n
∑

i=1

fi(x)xi

∥

∥

∥

∥

∥

p

≤ K ‖x‖p .

Hence (i) holds. �

Lemma 2.1. Let (X, ‖.‖p) be a p-Banach space, {xn} ⊂ X and {fn} ⊂ X∗ such that

({xn} , {fn}) is an atomic decomposition forX with respect to Xd. Then ‖xn‖p ‖fn‖
p ≤

2K, where K is the norm of {xn}n .

Proof. Since ‖fn(x)xn‖p = ‖Pn(x)− Pn−1(x)‖p ≤ 2K ‖x‖p , for all x ∈ X . This im-

plies |fn(x)|
p ‖xn‖p ≤ 2K ‖x‖p and so we obtain

‖xn‖p ‖fn‖
p ≤ 2K.

�

In the following result, we discuss construction of an associated p-Banach space and

its basis.
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Lemma 2.2. Let (X, ‖.‖p) be a p-Banach space and {xn} ⊂ X\ {0}. Then the

sequence space Xd = {{an} :
∑∞

n=1
anxn converges in X} is a p-Banach space with

the p-norm

‖{ai}‖Xd
= sup

n∈N

∥

∥

∥

∥

∥

n
∑

i=1

aixi

∥

∥

∥

∥

∥

p

for which the canonical unit vectors form a basis.

Proof. It can be easily proved that Xd is a p-normed linear space using the fact that

‖.‖p is a p-norm on X .

For (Xd, ‖.‖Xd
) to be a p-Banach space let {cn}be a p-Cauchy sequence in Xd which

implies for every ǫ > 0 there exist K(ǫ) ∈ N such that for all n,m ≥ K, we have

‖cn − cm‖Xd
= ‖{cni − cmi }‖Xd

= sup
k∈N

∥

∥

∥

∥

∥

k
∑

i=1

(cni − cmi )xi

∥

∥

∥

∥

∥

p

<
ǫ

2
,

which implies for all n,m ≥ K and k ∈ N that

∥

∥

∥

∥

∥

k
∑

i=1

(cni − cmi )xi

∥

∥

∥

∥

∥

p

<
ǫ

2
.

Hence for each k ∈ N and n,m ≥ K, we obtain

|cnk − cmk |
p ‖xk‖p = ‖(cnk − cmk )xk‖p =

∥

∥

∥

∥

∥

k
∑

i=1

(cni − cmi )xi −
k−1
∑

i=1

(cni − cmi )xi

∥

∥

∥

∥

∥

p

< ǫ.

This implies that {cni } is a Cauchy sequence of real numbers and hence convergent

to say {ci} for each i. It follows easily now that {cn} converges to c in Xd. Now for

{ei} to form a basis for Xd, it is enough to prove that {ei} is complete and there

exists a constant C ≥ 1 such that for every m ≥ n and every sequence a1, a2, · · · , am

of scalars,
∥

∥

∥

∥

∥

n
∑

i=1

aiei

∥

∥

∥

∥

∥

Xd

≤ C

∥

∥

∥

∥

∥

m
∑

i=1

aiei

∥

∥

∥

∥

∥

Xd

.

For every sequence a1, a2, · · · , am of scalars and m ≥ n, we have

∥

∥

∥

∥

∥

n
∑

i=1

aiei

∥

∥

∥

∥

∥

Xd

= sup
N≤n

∥

∥

∥

∥

∥

N
∑

i=1

aixi

∥

∥

∥

∥

∥

p

≤ sup
N≤m

∥

∥

∥

∥

∥

N
∑

i=1

aixi

∥

∥

∥

∥

∥

p

=

∥

∥

∥

∥

∥

m
∑

i=1

aiei

∥

∥

∥

∥

∥

Xd

.
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If {ai} is an arbitrary sequence in Xd, then for every ǫ > 0 there exists M such that

for all m > n > M , we have
∥

∥

∥

∥

∥

m
∑

i=n+1

aixi

∥

∥

∥

∥

∥

p

<
ǫ

2
.

This gives

sup
N>n

∥

∥

∥

∥

∥

N
∑

i=n+1

aixi

∥

∥

∥

∥

∥

p

≤
ǫ

2
< ǫ, for all n > M.

Hence for all n > M , we obtain
∥

∥

∥

∥

∥

{ai} −

n
∑

i=1

aiei

∥

∥

∥

∥

∥

Xd

= sup
N>n

∥

∥

∥

∥

∥

N
∑

i=n+1

aixi

∥

∥

∥

∥

∥

p

< ǫ.

�

We conclude this section with the following result concerning atomic decompositions

for p-Banach spaces.

Lemma 2.3. Let (X, ‖.‖p) be a p-Banach space and {fn} ⊂ X∗. Then the following

conditions are equivalent:

(i) There exists a sequence {xn} ⊂ X such that x =
∑∞

n=1
fn(x)xn for all x ∈ X.

(ii) There is a p-Banach sequence space Xd with the canonical unit vectors {en}n as

a basis such that ({xn} , {fn}) is an atomic decomposition for X with respect to

Xd and a bounded linear operator S : Xd −→ X such that S(en) = xn.

Proof. It follows by using the techniques given in [3]. �

3. Shrinking Atomic Decomposition in p-Banach space

Shrinking Schauder frames were introduced and studied by Liu [15] while shrinking

atomic decompositions in locally convex Banach spaces were studied by Carando and

Lassalle [2]. In this section, we define shrinking atomic decompositions in p- Banach

spaces. We begin with the following definition:

Definition 4. Let (X, ‖.‖p) be a p-Banach space and let Xd be a p-Banach sequence

space associated with X. Let {xn} ⊂ X and {fn} ⊂ X∗. Then the atomic decompo-

sition ({xn} , {fn}) is said to be shrinking if

lim
n→∞

‖f ◦ TN‖ = 0, for all f ∈ X∗,
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where TN : X −→ X is defined as

TN(x) =

∞
∑

n=N

fn(x)xn, for all x ∈ X.

Remark 2. Since TN = I − PN−1, it is uniformly bounded on X.

Theorem 3.1. Let ({xn} , {fn}) be an atomic decomposition for the p-Bancah space

X with respect to the p-Banach sequence space Xd and let π : X −→ X∗∗ be the

natural embedding. Then the following statements are equivalent:

(i) ({xn} , {fn}) is shrinking.

(ii) ({fn} , {πxn
}) is an atomic decomposition for X∗ with respect to the p-Banach

sequence space Zd which has canonical unit vectors as basis.

Proof. (i) =⇒ (ii) Since ({xn} , {fn}) is an atomic decomposition for X with respect

to Xd, we have

(i) ({fn(x)}) ∈ Xd, for all x ∈ X.

(ii) There exist constants A,B > 0 such that

A ‖x‖
p
≤ ‖{fn(x)}n‖Xd

≤ B ‖x‖
p
, for all x ∈ X.

(iii) x =
∑∞

n=1
fn(x)xn, for all x ∈ X .

We claim that ({fn} , {π(xn)}) is an atomic decomposition for X∗ with respect to the

p-Banach sequence space Zd which has the canonical unit vectors as basis.

From condition (iii) it is clear that

f(x) =

∞
∑

n=1

πxn
(f)fn(x) =

∞
∑

n=1

f(xn)fn(x), for all f ∈ X∗.

Hence it is enough to show that series on the right is convergent in X∗.

For M > N ,
∥

∥

∥

∥

∥

M−1
∑

n=N

f(xn)fn

∥

∥

∥

∥

∥

= sup
‖x‖p≤1

|(f ◦ (TN − TM ))(x)| ≤ ‖f ◦ TN‖+ ‖f ◦ TM‖

which vanishes as M,N → ∞ as the atomic decomposition ({xn} , {fn}) is shrinking.

Therefore there exists a p-Banach sequence space Zd with the canonical unit vectors

{en} as a basis such that ({fn} , {πxn
}) satisfy conditions (i) and (ii) of the atomic
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decomposition for X∗ with respect to Zd.

(ii) =⇒ (i) Clearly for each f ∈ X∗, we have

‖f ◦ TN‖ = sup
‖x‖p≤1

|(f ◦ TN)(x)|

= sup
‖x‖p≤1

∣

∣

∣

∣

∣

∞
∑

n=N

fn(x)f(xn)

∣

∣

∣

∣

∣

= sup
‖x‖p≤1

|f(x)− SN(x)|

= ‖f − SN‖ ,

where SN(x) =
∑N−1

n=1
fn(x)f(xn).

Hence using the fact that ({fn} , {πxn
}) is an atomic decomposition for X∗, we con-

clude that ‖f ◦ TN‖ → 0. �
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1 Introduction

The classical sequence space is a special case of function space if the domain is restricted to the set of
natural numbers. The vector space of all sequences of complex numbers is denoted by ω. Any linear
subspace of ω is called a sequence space. Let l∞, c and c0 be the linear spaces of bounded, convergent and
null sequences with complex terms respectively are defined by

l∞ = {x = (xk) ∈ ω : supk|xk| < ∞}
c = {x = (xk) ∈ ω : ∃ l ∈ C such that |xk − l| → 0 as k → ∞}
c0 = {x = (xk) ∈ ω : |xk| → 0 as k → ∞}

and norm is given by

||x|| = supk|xk|, k ∈ N.

Definition 1.1. A linear space X is said to be a paranormed space if there is a function g : X → R
satisfying [22]

1. g(θ) = 0 where θ = (0, 0, · · · ) be a zero vector in X,

2. g(x) = g(−x),

3. g(x+ y) ≤ g(x) + g(y) (subadditivity), and

4. the scalar multiplication is continuous.

A paranorm g is called total if g(x) = 0 if and only if x = θ [22]. The pair (X, g) is called total paranorm
space. Nakano [12] and Simmons [20] introduced the notion of paranormed sequence space. Later on,
it was further investigated by some other authors like Maddox [9], Tripathy and Sen [21] and Pahari
[13, 14, 15, 16, 17].

Definition 1.2. An Orlicz function is a function M : [0,∞) → [0,∞) which is continuous, non decreasing
and convex with M(0) = 0, M(x) > 0 for x > 0 and M(x) → ∞ as x → ∞ [7].
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An Orlicz function M is said to satisfy ∆2-condition [7] if there exists a constant L > 0 such that
M(2x) ≤ LM(x) for all x ≥ 0.

W. Orlicz used the idea of Orlicz function to construct the Orlicz sequence space. Lindenstrauss and
Tzafriri [8] used the idea of Orlicz function to construct the Orlicz sequence space

lM =

{
x = (xk) ∈ ω :

∞∑
k=1

[
M

(
|xk|
ρ

)]
< ∞, for some ρ > 0

}
.

The space lM becomes a Banach space [8] with the norm

||x|| = inf

{
ρ > 0 :

∞∑
k=1

M

(
|xk|
ρ

)
≤ 1

}
.
The space lM is called an Orlicz sequence space and is closely related to the sequence space lp with

M(x) = xp, (1 ≤ p < ∞).

The various algebraic and topological properties of sequence spaces with the help of Orlicz function have
been introduced and studied as a generalization of various sequence spaces. For instance, we refer a few:
Bala [1], Erdem and Demiriz [2], Khan [4], Kolk [6], Mishra et. al [10], Parashar and Chaudhary [18] and
Rao and Ren [19].

Definition 1.3. A sequence space S is said to be solid (normal) [11] if for any sequence (xk) in a sequence
space X and for all sequences (λk) of scalars with |λk| ≤ 1 for all natural number k implies that (λkxk) ∈ X.

Definition 1.4. For any sequence x = (xk), the difference sequence ∆x is defined by

∆x = (∆xk)
∞
k=1 = (xk − xk−1)

∞
k=1.

Kizmaz [5] defined the following three sequence spaces
l∞(∆) = {x ∈ ω : ∆x ∈ l∞},
c(∆) = {x ∈ ω : ∆x ∈ c}, and
c0(∆) = {x ∈ ω : ∆x ∈ c0}.

A sequence x = (xk) is called ∆-convergent if the lim xk is finite and hence exists. Every convergent
sequence is ∆-convergent but not conversely. For, consider the sequence xk = k+1 for all natural numbers
k. Then, (∆xk) = (xk − xk+1) = −1 for each natural numbers k. Thus, x = (xk) is divergent but it is
∆-convergent. This example illustrates the importance of studying the difference sequences.

Definition 1.5. A continuous function f : R → [0,∞) is called a Φ -function [3] if f(t) = 0 if and only if
t = 0, even and non- decreasing on [0,∞). The Φ-function is closely related to the Orlicz function.

Herawati and Gultom [3] in 2019 introduced certain type of sequence spaces defined by Φ-function and
studied their paranormed structures on these spaces.

We now introduce the following class of difference sequences by extending the concept of sequence space
studied in Herawati and Gultom [3].

� W0(∆, f) =
{
x = (xk) ∈ ω : (∃ρ > 0); 1

n

∑n
k=1 f

(
|∆xk|

ρ

)
→ 0 as n → ∞

}
.

� W (∆, f) =
{
x = (xk) ∈ ω : (∃ρ > 0)(∃l > 0); 1

n

∑n
k=1 f

(
|∆xk−l|

ρ

)
→ 0 as n → ∞

}
.

� W∞(∆, f) =
{
x = (xk) ∈ ω : (∃ρ > 0); supn

1
n

∑n
k=1 f

(
|∆xk|

ρ

)
< ∞

}
.

where f is a Φ-function.
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2 Main Results

In this section, we shall study some topological properties of the class W0(∆, f).

Theorem 2.1. If Φ-function f satisfies ∆2-condition, then W0(∆, f) forms a linear space over C.

Proof. Let x = (xk) and y = (yk) be sequences in W0(∆, f). Then there exist ρ1 and ρ2 > 0 such that

1

n

n∑
k=1

f

(
|∆xk|
ρ1

)
→ 0 as n → ∞ (1)

and

1

n

n∑
k=1

f

(
|∆yk|
ρ2

)
→ 0 as n → ∞. (2)

Let us choose ρ = max {ρ1, ρ2}. Using the non-decreasing property of f on [0,∞) and in view of (1) and
(2), we can write

1

n

n∑
k=1

f

(
|∆xk +∆yk|

ρ

)
≤ 1

n

n∑
k=1

f

(
|∆xk|
ρ

)
+

1

n

n∑
k=1

f

(
|∆yk|
ρ

)

≤ 1

n

n∑
k=1

f

(
|∆xk|
ρ1

)
+

1

n

n∑
k=1

f

(
|∆yk|
ρ2

)
→ 0 as n → ∞.

This shows that

x+ y ∈ W0(∆, f).

Again, let x ∈ W0(∆, f) and α ∈ C. Then

1

n

n∑
k=1

f

(
|∆xk|
ρ

)
→ 0 as n → ∞.

We need to show that αx ∈ W0(∆, f).
The proof is obvious if α = 0. So, let α ̸= 0. Then |α| > 0.
By Archimedian property of real numbers, there exists n1 ∈ N such that |α| ≤ 2n1 . Since f is non-decreasing
function on [0,∞) and f satisfies ∆2-condition, there exists M > 0, such that

f(|α|xk) ≤ f(2n1xk) ≤ Mn1f(xk) for all k ∈ N.

Hence,

1

n

n∑
k=1

f

(
|α∆xk|

ρ

)
=

1

n

n∑
k=1

f

(
|α||∆xk|

ρ

)
≤ Mn1

n

n∑
k=1

f

(
|∆xk|
ρ

)
→ 0 as n → ∞.

This shows that αx ∈ W0(∆, f) and hence W0(∆, f) is a linear space.

Theorem 2.2. The space W0(∆, f) is a paranormed space with a paranorm
g : W0(∆, f) → R defined by

g(x) = inf

{
ρ > 0 :

1

n

n∑
k=1

f

(
|∆xk|
ρ

)
≤ 1 ;n ∈ N

}
.
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Proof. The proof of g(x) ≥ 0 and g(−x) = g(x) can be easily shown for all x ∈ W0(∆, f).
For the third property of paranorm, let x, y ∈ W0(∆, f). Then there exist ρ1, ρ2 > 0 such that

1

n

n∑
k=1

f

(
|∆xk|
ρ1

)
→ 0 as n → ∞

and

1

n

n∑
k=1

f

(
|∆yk|
ρ2

)
→ 0 as n → ∞.

Using non-decreasing property of f on [0,∞), we can obtain

g(x+ y) = inf

{
ρ > 0 :

1

n

n∑
k=1

f

(
|∆xk +∆yk|

ρ

)
≤ 1

}

≤ inf

{
ρ1 > 0 :

1

n

n∑
k=1

f

(
|∆xk|
ρ1

)
≤ 1

}
+ inf

{
ρ2 > 0 :

1

n

n∑
k=1

f

(
|∆xk|
ρ2

)
≤ 1

}
= g(x) + g(y).

Therefore,

g(x+ y) ≤ g(x) + g(y) for all x, y ∈ W0(∆, f).

Finally, we prove the continuity of scalar multiplication.
Let x ∈ W0(∆, f) be such that

g(x
(n)
k − xk) → 0 as n → ∞

and (αn) a sequence of scalars such that αn → α as n → ∞.
Now,

g(αnx
(n)
k − αxk) = inf

{
ρ > 0 :

1

n

n∑
k=1

f

(
|αn∆x

(n)
k − αn∆xk|

ρ

)
≤ 1

}

≤ inf

{
ρ > 0 :

1

n

n∑
k=1

f

(
|αn∆x

(n)
k − α∆x

(n)
k |

ρ

)
≤ 1

}

+inf

{
ρ > 0 :

1

n

n∑
k=1

f

(
|α∆x

(n)
k − α∆xk|

ρ

)
≤ 1

}

= |αn − α| inf

{
ρ1 =

(
ρ

|αn − α|

)
> 0 :

1

n

n∑
k=1

f

(
|∆x

(n)
k |

ρ1

)
≤ 1

}

+|α| inf

{
ρ2 =

(
ρ

|α|

)
> 0 :

1

n

n∑
k=1

f

(
|∆x

(n)
k −∆xk|
ρ2

)
≤ 1

}
= |αn − α| g

(
x
(n)
k

)
+ |α|g

(
x
(n)
k − xk

)
→ 0 as αn → α and g

(
x
(n)
k − xk

)
→ 0.

Hence, W0(∆, f) is a paranormed space.

Theorem 2.3. If f as Φ-function satisfies the convex and ∆2-condition, then the space W0(∆, f) is a
complete paranormed space.
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Proof. Let
(
x
(n)
k

)
be a Cauchy sequence in W0(∆, f), where

(
x
(n)
k

)
=
(
x
(n)
1 , x

(n)
2 , · · ·

)
. Then there exists

n1 ∈ N such that for every m ≥ n ≥ n1;

g
(
x(m) − x(n)

)
= ϵ · 1

s

s∑
k=1

f

(
|∆x

(m)
k −∆x

(n)
k |

ϵ

)
≤ 1.

Using the convexity of f , we have

1

s

s∑
k=1

f
(
|∆x

(m)
k −∆x

(n)
k |
)
≤ ϵ

1

s

s∑
k=1

f

(
|∆x

(m)
k −∆x

(n)
k |

ϵ

)
< ϵ

Since ϵ > 0 was arbitrary,

f
(
|∆x

(m)
k −∆x

(n)
k |
)
= 0 for all m ≥ n ≥ n1.

This follows that

|x(m)
k − x

(n)
k | < ϵ for all m ≥ n ≥ n1.

This shows that
(
x
(n)
k

)
is a Cauchy sequence in R. Since R is complete, there exists xk ∈ R such that

limn→∞ x
(n)
k = xk.

Thus for every n ≥ n1,

|x(m)
k − xk| = |x(m)

k − lim
n→∞

x
(n)
k | = lim

n→∞
|x(m)

k − x
(n)
k | < ϵ2.

Since
(
x
(n)
k

)
∈ W0(∆, f), we can write

1

s

s∑
k=1

f

(
|∆x

(n)
k |
ρ

)
→ 0 as s → ∞.

Using continuity of f , we have

1

s

s∑
k=1

f

(
|∆xk|
ρ

)
=

1

s

s∑
k=1

f

(
| limn→∞ ∆x

(n)
k |

ρ

)
= lim

n→∞

1

s

s∑
k=1

f

(
|∆x

(n)
k |
ρ

)
= 0 as s → ∞.

Thus,

1

s

s∑
k=1

f

(
|∆xk|
ρ

)
→ 0 as s → ∞.

Hence, (xk) ∈ W0(∆, f).
Finally, we show that g(x(n) − x) → 0 as n → ∞.
Using the continuity of f , we have

1

s

s∑
k=1

f

(
|∆x

(n)
k −∆xk|

ρ

)
≤ 1

s

s∑
k=1

f

(
|∆x

(n)
k − limm→∞ ∆x

(m)
k |

ρ

)
=

1

s

s∑
k=1

f

(
|∆x

(n)
k −∆x

(m)
k |

ρ

)
≤ 1.

Thus

g(x(n) − x) = inf

{
ρ > 0 :

1

s

s∑
k=1

f

(
|∆x

(n)
k −∆xk|

ρ

)
≤ 1

}
.

This implies that g(x(n) − x) < ρ for every ρ > 0.
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It follows that there exists a real sequence
(

p
2q

)
, q ≥ 1 for a real number p, together with

g(x(n) − x) <
p

2q
, q ≥ 1.

Thus we obtain g(x(n) − x) → 0 as n → ∞.
Hence, W0(∆, f) is a complete paranormed space.

Theorem 2.4. The space W0(∆, f) is normal.

Proof. Let x = (xk) ∈ W0(∆, f). Then there exists ρ > 0 such that

1

n

n∑
k=1

f

(
|∆xk|
ρ

)
→ 0 as n → ∞

.
Let (αk) be a sequence of scalars satisfying |αk| ≤ 1 for all k ≥ 1.
Using |αk| ≤ 1 for all k ≥ 1 and non-decreasing property of f , we have

f(|αk|∆xk) ≤ f(∆xk)

Then,

1

n

n∑
k=1

f

(
|αk∆xk|

ρ

)
=

1

n

n∑
k=1

f

(
|αk||∆xk|

ρ

)
≤ 1

n

n∑
k=1

f

(
|∆xk|
ρ

)
→ 0 as n → ∞.

This shows that αkxk ∈ W0(∆, f) and hence W0(∆, f) is normal.

3 Conclusions

Here we established some of the results that characterize the linear topological properties of the difference
sequence space W0(∆, f) defined by non-negative real valued Φ-function on R. Moreover, the results can
be used to prove the results related to the linear and topological properties of the classes W (∆, f) and
W∞(∆, f).

References

[1] Bala, I., 2012, Cesaro sequence space defined by an Orlicz function, Communications in Mathematics
and Applications, 3, 197-204.

[2] Erdem, S., and Demiriz, S., 2019, On the new generalized block difference sequence space, Applications
and Applied Mathematics, 5, 68-83.

[3] Herawati, E., and Gultom, S. N. R., 2019, On a certain type of sequence spaces defined by Φ-function,
JoRMTT, 1, 61-67.

[4] Khan, V. A., 2008, On a new sequence space defined by Orlicz functions, Communications Faculty of
Sciences University of Ankara Series A1 Mathematics and Statistics, 57, 25-33.

[5] Kizmaz, H., 1981, On Certain Sequence Spaces, Canadian Mathematical Bulletin, 24, 169-176.

[6] Kolk, E., 2011, Topologies in generalized Orlicz sequence spaces, Filomat, 25, 191-211.

16
130 



Journal of Nepal Mathematical Society (JNMS), Vol. 5, Issue 2 (2022); J. L. Ghimire, N. P. Pahari

[7] Krasnoselskii, M. A., and Rutickii, Y. B., 1961, Convex Functions and Orlicz Spaces, P. Noordhoff
Ltd, Netherland.

[8] Lindenstrauss, J., and Tzafriri, L., 1977, Classical Banach Spaces, Springer-Verlag, New York.

[9] Maddox, I. J., 1969, Some properties of paranormed sequence spaces, Journal of the London Mathe-
matical Society, 2, 316-322.

[10] Mishra, V. N., Deepmala, Subramanian, N., and Mishra, L. N., 2016, The generalized seminormed
difference of χ3 sequence spaces defined by Orlicz function, J. Appl. Computat. Math., 5.

[11] Musielak, J., 1983, Orlicz spaces and modular spaces, Lecture Notes in Mathematics, 1034.

[12] Nakano, H., 1951, Modular sequence spaces, Proceedings of the Japan Academy, 27, 508-512.

[13] Pahari, N. P., 2014, On a certain topological structures of Banach space valued paranormed sequence
space l∞((S, ||.||)),Φ, µ̄) defined by Orlicz function, Journal of Rajasthan Academy of physical sciences,
13, 51-56.

[14] Pahari, N. P., 2014, On normed space valued total paranormed Orlicz space of null sequences and its
topological structures, International Journal of Mathematics Trends and Technology, 6, 105-112.

[15] Pahari, N. P., 2013, On a certain topological structures of Orlicz space (S, ((X, ||.||), ϕ, ᾱ, µ̄), F ) of
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Abstract: In this article, we introduce and study a new class c0(M, (X, ||.||), ā, ᾱ) of normed space (X, ||.||)

valued difference sequences with the help of Orlicz function M . This is a generalization of the classical

sequence space c0 . Our primarily interest is to explore some linear structures and investigate the conditions

relating to the containment relation of the class c0(M, (X, ||.||), ā, ᾱ) in terms of different ā and ᾱ.

Key Words: Orlicz Function, Orlicz Space, Sequence Space, Difference Sequence Space
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1. Introduction

The sequence spaces and function spaces have very important position in different

branches of mathematics. They occupy prominent position mainly in analysis, for instance,

in structure theory of topological linear spaces, summability theory, operator theory, frame

theory, Schauder basis theory, approximate theory, etc. This introduces several new con-

cepts in functional analysis and thereby enriching the theory of mathematics.

A sequence space is defined as a linear space of sequences. If ω denotes the set of all func-

tions from the set of positive integers N to the field K, then it becomes a vector space.

Sequence space is defined as a linear subspace of ω. A sequence of the form (xk)∞k=1 is called

a single sequence and a sequence of the form (xmn)∞m,n=1 is called a double sequence or a

matrix.

Let c, c0, l∞, and lp be the linear spaces of convergent, null, bounded, and absolutely p-

summable sequences x = (xi) with complex terms respectively; and norm be given by

||x||∞ = sup|xi|, i ∈ N .

Definition 1.1. A non-decreasing, continuous, and convex function M : [0,∞) → [0,∞)

is said to be an Orlicz function if M satisfies the following conditions:

(1) M(0) = 0

(2) M(t) > 0 for t > 0

(3) M(t) → ∞ as t → ∞. (see [11])

Received: January 3, 2022 Accepted/Published Online: December, 2022 .

132 



ON CERTAIN LINEAR STRUCTURES OF ORLICZ SPACE ... 37

It is said to satisfy ∆2- condition, if M(2t) ≤ QM(t), for all t ≥ 0 and a constant Q > 0.

It is equivalent to the condition M(Kt) ≤ QKM(t), ∀t and K > 1.(see [11])

Definition 1.2. Lindenstrauss and Tzafriri [8] had used Orlicz function in order to con-

struct Orlicz sequence space lM given by

lM =

{
x̄ = (ξk) ∈ ω :

∞∑
k=1

M

(
|ξk|
s

)
< ∞ for some s > 0

}
of scalars (ξk). The space is named due to W ladys law Orlicz, first defined in 1932 and

the first detailed study on Orlicz spaces was given by Krasnosel’skii and Rutickii[11]. The

Orlicz sequence space lM becomes a Banach space when we define the norm as

||x̄||M = inf

{
s > 0 :

∞∑
k=1

M

(
|ξk|
s

)
≤ 1

}
Moreover, lM is closely related to the space lp with M(t) = tp; 1 ≤ p < ∞.

Definition 1.3. Kizmaz [6] defined the difference sequence spaces by

co(∆) = {x̄ = (ξk) : ∆ξ ∈ c0}
c(∆) = {x̄ = (ξk) : ∆ξ ∈ c}
l∞(∆) = {x̄ = (ξk) : ∆ξ ∈ l∞} where, ∆ξ = (∆ξk) = (ξk–ξk+1) and showed that these

spaces are Banach spaces with the norm given by ||x̄|| = |ξ1|+ ||∆ξ||∞. A sequence x̄ = (ξk)

is called ∆-convergent if the lim ∆ξk is finite and exists. Every convergent sequence is

∆-convergent but not conversely. If we consider the sequence ξk = 1 + k for all natural

numbers k, then (∆ξk) = (ξk–ξk+1) = −1 for each natural numbers k. Thus, x̄ = (ξk) is

divergent but it is ∆-convergent.

Definition 1.4. Let C be the field of complex numbers and X be a normed space over

C . Let ω(X) denote the linear space of all sequences x̄ = (ξk), ξk ∈ X, k ≥ 1 with usual

coordinate wise addition and scalar multiplication i.e., for all x̄, ȳ ∈ ω(X) and α ∈ C,

x̄ + ȳ = (ξk + ηk) and αx̄ = (αξk). We shall write ω(C) by ω. Further, λ̄ = (λk) ∈ ω and

x̄ ∈ ω(X) we have λ̄x̄ = (λkξk). Moreover, a scalar( vector) valued sequence space means a

linear subspace of ω(X).

The various topological and algebraic properties of sequence spaces with the help of

Orlicz function have been introduced,studied and investigated as a generalization of various

sequence spaces. For instances, we refer a few: Bhardwaj and Bala[19], Maddox [7], Ghosh

and Srivastava[3], Kamthan and Gupta[15], Karakaya[18], Khan[17], Kolk[4], Parashar and

Choudhary[16], Pahari[14], Rao and Subremanina[10], Savas and Patterson[5], Wilansky[1],

Tripathy and Mahanta [2],Srivastava and Pahari[9],Basarir and Altundag[13],and Et et

al.[12].

2. The Class c0(M, (X, ||.||), ā, ᾱ) of Vector Valued Difference Sequences

Let ᾱ = (αk) and γ̄ = (γk) be the sequences of complex numbers with non-zero terms

and ā = (ak) and b̄ = (bk) be sequences of positive real numbers. Let X be a normed space
133 
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over C, and M be an Orlicz function. Now we introduce a new class

c0(M, (X, ||.||), ā, ᾱ)

=

{
x̄ = (ξk) : limk→∞M

(
||ak∆ξk||ak

s

)
= 0,where ξk ∈ X, k ≥ 1; for some s > 0

}
.

It is a class of Normed space X-valued sequences. Furthermore, if ak = 1 ∀k ∈ N ,

then c0(M, (X, ||.||), ā, ᾱ) is denoted by c0(M, (X, ||.||), ᾱ) and if αk = 1 ∀k ∈ N , then

c0(M, (X, ||.||), ā, ᾱ) is denoted by c0(M, (X, ||.||), ā). If ak = αk = 1 ∀k ∈ N , then the class

c0(M, (X, ||.||), ā, ᾱ) is denoted by c0(M, (X, ||.||)).

In this section, we characterize some topological linear structures of c0(M, (X, ||.||), ā, ᾱ)

and then investigate some of the inclusion relations between the classes c0(M, (X, ||.||), ā, ᾱ)

that arise in terms of ā and ᾱ. Throughout this paper, we shall denote sup ak = S, ∀k ∈ N .

When the sequences ak and bk both occur, then we use sup ak = S(a) and sup bk = S(b).

3. Some Topological Linear Structures on c0(M, (X, ||.||), ā, ᾱ)

In this section, we will study the linear structure of c0(M, (X, ||.||), ā, ᾱ) of vector

valued difference sequences defined by using Orlicz function M . It is a generalization of

sequence space c0. Also, we will investigate the conditions pertaining to the containment

relations of c0(M, (X, ||.||), ā, ᾱ) in terms of ā and ᾱ. In this article, the following inequality

will be used: |x + y|uk ≤ H {|x|uk + |y|uk}, Where; x, y ∈ C, 0 < ak ≤ supkak = S, and

H = max(1, 2S−1). Throughout the article we shall denote ck = bk
ak

and δk = |αk
γk
|ak .

Theorem 3.1. The class c0(M, (X, ||.||), ā, ᾱ) of difference sequences is a linear space over

C if and only if supkak = S < ∞.

Proof. Necessary part: Let c0(M, (X, ||.||), ā, ᾱ) be a linear space over C but supkak = ∞.

Then there exists a sequence of positive integers (k(n)) satisfying the condition

1 ≤ k(n) < k(n + 1);n ≥ 1, and ak(n) > n;n ≥ 1. Let z ∈ X with ||z|| = 1. We now define

a sequence x̄ = (ξk) as

∆ξk =

 αk(n)
−1n

− 2
ak(n) z if k = k(n); n ≥ 1

0 otherwise
(3.1)

Let s > 0 be given. Then from (3.1), using convexity of Orlicz function M , we can write

M

(
||αk∆ξk||ak

s

)
= M

 ||n
− 2

ak(n) z||ak(n)

s

 = M

(
1

n2s

)
≤ M

(
1

s

)
1

n2

and M
(
||αk∆ξk||ak

s

)
= 0, otherwise. This shows that limk→∞M

(
||αk∆ξk||ak

s

)
= 0 and

therefore x̄ ∈ c0(X, ||.||, ā, ᾱ). But on the other hand, for any s > 0 and taking v = 4, we

find that for k = k(n);n ≥ 1

M

(
||αkv∆ξk||ak

s

)
= M

 ||4n
− 2

ak(n) z||ak(n)

s

 = M

(
4n

n2s

)
≥ M

(
1

s

)
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This shows that limk→∞M
(
||αkv∆ξk||ak

s

)
̸= 0 and vx̄ does not belong c0(M, (X, ||.||), ā, ᾱ),

which contradicts our assumption.

For sufficiency part, assume that supkak = S < ∞. Let x̄ = (ξk), ȳ = (ηk) ∈
c0(X, ||.||, ā, ᾱ) and β, v ∈ C. Then there exists positive real numbers s1 and s2 such

that limk→∞M
(
||αk∆ξk||ak

s1

)
= 0 and limk→∞M

(
||αk∆ηk||ak

s2

)
= 0. We now choose s3 > 0

such that max(1, |β|s) ≤ s3
2Hs1

and max(1, |v|s) ≤ s3
2Hs2

. Now applying the convex and non

decreasing properties of Orlicz function, we have

limk→∞M
(
||αk(β∆ξk+v∆ηk)||ak

s3

)
≤ limk→∞M

(
H||βαk∆ξk||ak+H||vαk∆ηk)||ak

s3

)
= limk→∞M

(
H|β|ak ||αk∆ξk||ak

s3
+ H|v|ak ||αk∆ηk)||ak

s3

)
≤ limk→∞M

(
Hmax(1,|β|s)||αk∆ξk||ak

s3
+ Hmax(1,|v|s)||αk∆ηk)||ak

s3

)
≤ limk→∞M

(
1

2s1
||αk∆ξk||ak + 1

2s2
||αk∆ηk)||ak

)
≤ 1

2 limk→∞M
(
||αk∆ξk||ak

s1

)
+ 1

2 limk→∞M
(
||αk∆ηk||ak

s2

)
= 0.

This implies that c0(M, (X, ||.||), ā, ᾱ) forms a linear space over C. □

Lemma 3.2. For any sequence ā = (ak), c0(M, (X, ||.||), ā, ᾱ) ⊂ c0(M, (X, ||.||), ā, γ̄)

if lim inf k δk > 0.

Proof. Assume that lim infk δk > 0 i.e. lim infk|αk
γk
|ak > 0. Then there exists q > 0 such

that

q|γk|ak < |αk|ak ∀k sufficiently large. Let x̄ = (ξk) ∈ c0(M, (X, ||.||), ā, ᾱ), then for some

s > 0, we have

limk→∞M
(
||αk∆ξk||ak

s

)
= 0. Now we choose s1 > 0 such that s ≤ qs1. Using the non

decreasing property of Orlicz function, we have M
(
||γk∆ξk||ak

s1

)
≤ M

(
||αk∆ξk||ak

s

)
. This

implies that x̄ ∈ c0(M, (X, ||.||), ā, γ̄) and hence c0(M, (X, ||.||), ā, ᾱ) ⊂ c0(M, (X, ||.||), ā, γ̄).

□

Lemma 3.3. Let ā = (ak). If c0(M, (X, ||.||), ā, ᾱ) ⊂ c0(M, (X, ||.||), ā, γ̄) then

lim infk δk > 0.

Proof. Assume that c0(M, (X, ||.||), ā, ᾱ) ⊂ c0(M, (X, ||.||), ā, γ̄) holds but lim inf k|αk
γk
|ak =

0. Then there exists a sequence of positive integers (k(n)) satisfying the condition

1 ≤ k(n) < k(n + 1), n ≥ 1 and

n2|αk(n)|ak(n) < |γk(n)|ak(n) , ∀n > 1(3.2)

. Let z ∈ X, with ||z|| = 1. We now define a sequence x̄ = (ξk) as

∆ξk =

 αk(n)
−1n

− 2
ak(n) z if k = k(n); n ≥ 1

0 otherwise
(3.3)
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Let s > 0 be given. Then for k = k(n), n ≥ 1, using convexity of Orlicz function, we have

M

(
||αk∆ξk||ak

s

)
= M

 ||n
− 2

ak(n) z||ak(n)

s

 = M

(
1

n2s

)
≤ M

(
1

s

)
1

n2

and M
(
||αk∆ξk||ak

s

)
= 0, otherwise. This shows that limk→∞M

(
||αk∆ξk||ak

s

)
= 0 and

therefore x̄ ∈ c0(X, ||.||, ā, ᾱ).

But on the other hand, for any s > 0 and k = k(n), n ≥ 1 and from (3.2) and (3.3), we

obtain

M
(
||γk∆ξk||ak

s

)
= M

 ||
γk(n)
αk(n)

n
− 2

ak(n) z||ak(n)

s

 = M
(
| γk(n)

αk(n)
|ak(n) 1

n2s

)
≥ M

(
1
s

)
. This shows

that limk→∞M
(
||γk∆ξk||ak

s

)
̸= 0 and hence x̄ /∈ c0(M, (X, ||.||), ā, γ̄), a contradiction. This

completes the proof. □

Next, combining Lemma (3.2) and Lemma(3.3), we obtain the theorem given below.

Theorem 3.4. For any ā = (ak), c0(M, (X, ||.||), ā, ᾱ) ⊂ c0(M, (X, ||.||), ā, γ̄) if and only if

lim infk δk > 0.

Theorem 3.5. For any ā = (ak), c0(M, (X, ||.||), ā, γ̄) ⊂ c0(M, (X, ||.||), ā, ᾱ) if and only if

lim supk δk > 0.

Proof. Let lim sup k|αk
γk
|ak < ∞. Then there exists Q > 0 such that

Q|γk|ak > |αk|ak ∀k sufficiently large. Then analogous to the proof of Lemma (3.2),the

sufficient part follows.

For the necessity part of the theorem, suppose c0(M, (X, ||.||), ā, γ̄) ⊂ c0(M, (X, ||.||), ā, ᾱ)

holds. Suppose lim supk δk = ∞. Then there exists a sequence of positive integers k(n)

satisfying 1 ≤ k(n) < k(n + 1);n ≥ 1, for which

|αk(n)|ak(n) > n2|γk(n)|ak(n) , ∀n > 1(3.4)

Now as proved in Lemma (3.3), corresponding to z ∈ X with ||z|| = 1 we can construct a

sequence x̄ = (ξk) by

∆ξk =

 γk(n)
−1n

− 2
ak(n) z if k = k(n); n ≥ 1

0 otherwise
(3.5)

Now in view of (3.4) and (3.5), we can show that x̄ ∈ c0(M, (X, ||.||), ā, γ̄) but x̄ /∈
c0(M, (X, ||.||), ā, ᾱ) which contradicts our assumption. This completes the proof. □

On combining Theorem (3.4) and Theorem (3.5), one can obtain the following theorem.

Theorem 3.6. For any ā = (ak), c0(M, (X, ||.||), ā, ᾱ) = c0(M, (X, ||.||), ā, γ̄) if and only if

0 < lim infk δk ≤ lim supk δk < ∞.

Corollary 3.7. Let ā = (ak). Then we have

(1) c0(M, (X, ||.||), ā, ᾱ) ⊂ c0(M, (X, ||.||), ā) if and only if lim inf k|αk|ak > 0.
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(2) c0(M, (X, ||.||), ā) ⊂ c0(M, (X, ||.||), ā, ᾱ) if and only if lim supk|αk|ak < ∞.

(3) c0(M, (X, ||.||), ā, ᾱ) = c0(M, (X, ||.||), ā) if and only if

0 < lim infk |αk|ak ≤ lim supk |αk|ak < ∞.

Proof. The statements (1), (2), (3) follow by taking γk = 1,∀k ∈ N in Theorem (3.4), (3.5), (3.6).

□

Lemma 3.8. For any ᾱ = (αk),if c0(M, (X, ||.||), ā, ᾱ) ⊂ c0(M, (X, ||.||), b̄, ᾱ) then

lim infkck > 0.

Proof. Suppose that c0(M, (X, ||.||), ā, ᾱ) ⊂ c0(M, (X, ||.||), b̄, ᾱ) holds but lim infkck = 0 i.e

lim infk
bk
ak

= 0. Then there exists a sequence of positive integers (k(n)) satisfying

1 ≤ k(n) < k(n + 1), for which

nbk(n) < ak(n),∀n ≥ 1(3.6)

Now, let z ∈ X with ||z|| = 1. We can construct a sequence x̄ = (ξk) by

∆ξk =

 α−1
k(n)n

− 1
ak(n) z if k = k(n); n ≥ 1

0 otherwise
(3.7)

Let s > 0.Then for k = k(n), n ≥ 1 and using properties of Orlicz function, we have

M

(
||αk∆ξk||ak

s

)
= M

 ||n
− 1

ak(n) z||ak(n)

s

 = M

(
||z||ak(n)

ns

)
≤ 1

n
M

(
1

s

)

and M
(
||αk∆ξk||ak

s

)
= 0 for k ̸= k(n), n ≥ 1.

Thus limk→∞M
(
||αk∆ξk||ak

s

)
= 0 and hence x̄ ∈ c0(M, (X, ||.||), ā, ᾱ). But, for each

k = k(n), n ≥ 1 and from (3.6) and (3.7), we have

M

(
||αk∆ξk||bk

s

)
= M

 ||n
− 1

ak(n) z||bk(n)

s

 ≥ M

(
1

sn
1
n

)
≥ M

(
1

s
√
e

)
.

This shows that limk→∞M
(
||αk∆ξk||bk

s

)
̸= 0 and so x̄ does not belong to c0(M, (X, ||.||), b̄, ᾱ),

a contradiction. □

Lemma 3.9. For any ᾱ = (αk), c0(M, (X, ||.||), ā, ᾱ) ⊂ c0(M, (X, ||.||), b̄, ᾱ)

if lim infkck > 0

Proof. Assume that lim infkck > 0 i.e. lim infk
bk
ak

> 0. Then there exists q > 0 such that
bk
ak

> q,∀k sufficiently large. Let x̄ = (ξk) ∈ c0(M, (X, ||.||), ā, ᾱ).Then for some s > 0,

limk→∞M
(
||αk∆ξk||ak

s

)
= 0. Hence for a given ϵ > 0, if we choose a positive number η such

that η < 1 satisfying nqM
(
1
s

)
< ϵ, then we have M

(
||αk∆ξk||ak

s

)
< M

(η
s

)
,∀k sufficiently

large. Since M is non decreasing, therefore ∀k sufficiently large, we have ||αkξk||ak < η < 1

and hence ||αkξk|| < 1. Since Orlicz function is convex, we can write,

M

(
||αk∆ξk||bk

s

)
≤ M

(
[||αk∆ξk||ak ]q

s

)
≤ M

(
ηq

s

)
≤ ηqM

(
1

s

)
< ϵ,∀k,
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sufficiently large. This implies limk→∞M
(
||αk∆ξk||bk

s

)
= 0 and so x̄ ∈ c0(M, (X, ||.||), b̄, ᾱ)

and hence c0(M, (X, ||.||), ā, ᾱ) ⊂ c0(M, (X, ||.||), b̄, ᾱ). □

Next combining lemma (3.8) and lemma (3.9), one can obtain the following theorem.

Theorem 3.10. For any ᾱ = (αk), c0(M, (X, ||.||), ā, ᾱ) ⊂ c0(M, (X, ||.||), b̄, ᾱ) if and only

if lim infkck > 0

Lemma 3.11. For any sequence ᾱ = (αk), if c0(M, (X, ||.||), b̄, ᾱ) ⊂ c0(M, (X, ||.||), ā, ᾱ)

then lim supkck < ∞.

Proof. Let the inclusion holds but lim supkck = ∞. That is, lim supk
bk
ak

= ∞. Then there

exists a sequence of positive integers (k(n)) satisfying 1 ≤ k(n) < k(n+ 1), n ≥ 1, for which

bk(n) > nak(n);∀n ≥ 1.(3.8)

Let z ∈ X with ||z|| = 1. Now, We can define a sequence x̄ = (ξk) by

∆ξk =

 α−1
k(n)n

− 1
bk(n) z if k = k(n); n ≥ 1

0 otherwise
(3.9)

Suppose s > 0.Then using properties of Orlicz function, for each k = k(n), n ≥ 1; we obtain

M

(
||αk∆ξk||bk

s

)
= M

 ||n
− 1

bk(n) z||bk(n)

s

 = M

(
||z||bk(n)

ns

)
≤ 1

n
M

(
1

s

)

and M
(
||αk∆ξk||bk

s

)
= 0 for each k ̸= k(n), n ≥ 1.

This shows that limk→∞M
(
||αk∆ξk||bk

s

)
= 0 and so x̄ ∈ c0(M, (X, ||.||), b̄, ᾱ). But, for

each k = k(n), n ≥ 1 and from (3.8) and (3.9), we obtain

M

(
||αk∆ξk||ak

s

)
= M

 ||n
− 1

bk(n) z||ak(n)

s

 ≥ M

(
1

sn
1
n

)
≥ M

(
1

s
√
e

)

. This implies that limk→∞M
(
||αk∆ξk||ak

s

)
̸= 0 and so x̄ does not belong to c0(M, (X, ||.||), ā, ᾱ),

which is a contradiction. □

Lemma 3.12. For any sequence ᾱ = (αk), c0(M, (X, ||.||), b̄, ᾱ) ⊂ c0(M, (X, ||.||), ā, ᾱ) if

lim supkck < ∞.

Proof. Assume that lim supkcki.e. lim supk
bk
ak

< ∞. Then ∃Q > 0 such that bk
ak

< Q, ∀k
sufficiently large. Then analogous to Lemma (3.8), we can easily show that

c0(M, (X, ||.||), b̄, ᾱ) ⊂ c0(M, (X, ||.||), ā, ᾱ). □

Next, combining the Lemma (3.11) and Lemma (3.12), one can obtain the following

theorem.

Theorem 3.13. For any sequence ᾱ = (αk), c0(M, (X, ||.||), b̄, ᾱ) ⊂ c0(M, (X, ||.||), ā, ᾱ) if

and only if lim supkck < ∞.
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On combining the Theorem (3.10) and Theorem (3.13), one can obtain the following

theorem.

Theorem 3.14. For any sequence ᾱ = (αk), c0(M, (X, ||.||), ā, ᾱ) = c0(M, (X, ||.||), b̄, ᾱ) if

and only if 0 < lim infkck ≤ lim supkck < ∞.

Corollary 3.15. For the sequence ᾱ = (αk), following statements holds:

(1) c0(M, (X, ||.||), ᾱ) = c0(M, (X, ||.||), ā, ᾱ) if and only if lim infkak > 0.

(2) c0(M, (X, ||.||), ā, ᾱ) ⊂ c0(M, (X, ||.||), ᾱ) if and only if lim supkak < ∞.

(3) c0(M, (X, ||.||), ā, ᾱ) = c0(M, (X, ||.||), ᾱ) if and only if

0 < lim infkak ≤ lim supkak < ∞.

Proof. The statements (1), (2), (3) follow by taking ak = 1; ∀k and replacing b̄ by ā

in the theorems (3.12), (3.13), (3.14) respectively. □
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