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Abstract

Statistical Machine Translation system is a great need of different multilingual
countries like Nepal. But, one of the major bottlenecks in the development of Statistical
Machine Translation systems for different language pairs is the lack of bilingual parallel data
used for training such systems. Such parallel data contains the more or less exact translation
of some source language sentence to the target language sentence. This is what we call
parallel corpus used for training the Statistical Machine Translation System. There are such
parallel corpora available relatively for few language pairs, for few domains and in limited
size. Constructing such useful parallel data manually for different language pairs, different
domains, and of sufficiently large size and good quality is really costly both human and
monetarily.

It is parallel corpora may be the scarce resource, but comparable corpora are the rich,
diverse resource that are readily available in several domains and language pairs. These
corpora consists of a set of documents in two different languages which are not the exact
translations of each other but contain somewhat related and similar information on the same
topic. Such texts in large quantities can be found on the Web, good examples are online news
agencies like CNN, BBC, etc.

In this dissertation, a method is proposed, which lets us to exploit such diverse
resource: comparable corpora in order to extract the parallel data from them in an automated
manner. The proposed method first tries to tokenize the documents at paragraph level and
then candidate target sentences for each source sentence are obtained by using the sentence-
length based method. After that the best match among the candidate sentences is made based
on the bilingual dictionary. It has been observed that the quality and the number of words
present in the bilingual dictionary enhance the accuracy of the model for the creation of

parallel corpus from the comparable corpora.



Objectives

The major objectives of the research proposed in this thesis are:

To find the best alignments for the source (English) sentence to the target (Nepali)
sentence from the given comparable documents.

To reduce the complexity required to generate the parallel corpus for English-Nepali
language pair that is very much essential component in the field of SMT (Statistical
Machine Translation) and various other fields of Natural Language Processing (NLP).
It is not difficult to find such parallel texts written on paper, but of course, they are
useless in machine translation studies. Thus this thesis is concentrated on finding
good quality parallel texts on digital environment and hope that it will save lots of
time for collection of good quality parallel data in future studies.

To achieve significant improvements in the SMT system by adding our extracted
corpus to the already available human-translated corpora.
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CHAPTER 1

1. Introduction

It is the true fact that Nepal is a multilingual, linguistically dense and diverse
country with rich resources of information, where there are peoples who speak
different local language (or mother tongue languages) like Nepali, Doteli, Maithili,
Bhojpuri, Newari, Hindi, Tharu, etc and also follow different cultures. So there are
different native languages with different no. of speakers. Not only Nepal, in most of
the countries of the world, there are various languages with thousands of native
speakers are being spoken and there is no any single dominant language spoken by the
public. In this scenario, it require various textual materials like as school books, user
manuals of different products, official documents, etc to be published and/or written
in different local languages so that all peoples can equally get the desired education,
information and knowledge. Therefore, in such situation knowledge of different
languages is essential. Not only knowledge of different languages but also the faster
and efficient automated natural language processing is the most essential thing. This
is the most dominant factor for the requirement of Natural Language Processing
(NLP) and Computational Linguistics (CL) which helps to solve the problem in an
automated manner, efficiently and with a great speed.

Thus, among the various applications or fields of NLP, machine translation
(MT) is applicable for handling such critical situations. Among the machine
translation systems, the Statistical Machine Translation (SMT) system is so much
popular to handle this kind of problems though there is Example Based Machine
Translation System (EBMT) [19] or Rule Based Machine Translation (RBMT) system
as well but it requires much more knowledge of different rules of linguistics [9; 19].
For the SMT systems, which are almost data-driven techniques, we require a huge
amount of parallel data in the form of training data to perform the translation in a
correct and efficient manner. Such a collection of data which is specially used to train
or test the SMT systems is given a special name called parallel corpus (parallel
corpora in plural) [4; 23; 24].

The methods based on data-driven techniques take a more important place in
the research field of NLP these days, which require enough parallel corpora with high
quality [4]. Parallel corpora are the foundational resource in data-driven NLP, which

has a direct impact on the effectiveness of various technologies such as statistical



machine translation, cross-lingual information retrieval, and automatic lexicon
generation [4]. But it is disappointed that there are only few parallel corpora publicly
available today and most of them are very small in size, are for narrow areas
(domains), cover only few limited language pairs and are really out-of-date meaning
that not updated with current new terminologies or the vocabulary [4; 12; 24; 25; 26].
It is very much costly both in time and human labor to construct such parallel corpora
of large scale and high quality which constraints the increase of parallel corpora.
However, the rapid development of the Internet and the extreme communication
between different countries gives hope that we can construct such parallel corpora
automatically by extracting information from the web as well [4].

Bilingual corpora are not always readily available for Nepalese languages.
However, the author in paper [2] gives an overview of some of the major primary
resources and applications developed in the field of NLP for the Nepali language and
their prospective for building advanced NLP applications. The paper also discusses
the different approaches used by the current applications in NLP and their coverage
including their limitations as well.

Though enough monolingual data is available for most language pairs, it is the
parallel corpus, well suited for everyday life and domain adapted translations is the
sparse resource [30]. That is why the proposed thesis tries to generate such parallel
corpus automatically from the comparable corpus, so that it could be used in the field
of SMT systems for the English/Nepali language pair and could generate the different
foundational resources needed for the multilingual NLP in the context of our country

Nepal.

1.1. Natural Language Processing

Natural Language Processing is state-of-art technology that is in huge
expansion these days. Natural language processing (NLP) is a field of computer
science concerned with the interactions between computers and human (natural)
languages. NLP has significant overlap with the field of computational linguistics,
and is often considered a sub-field of Artificial Intelligence (Al). NLP is a discipline
that aims to build computer systems that will be able to analyze, understand and
generate human speech as well. Therefore, NLP application areas are: Speech

Recognition (speech analysis), Speech Synthesis (speech generation), Document



processing as information extraction & summarization, Machine Translation, Dialog

systems (typed and spoken) and many more. [3; 9; 19]

1.2. Corpus

A corpus is a large set of texts, where we assume the texts are stored
electronically, in a given file format and character encoding, without any formatting
information, eventually provided with metadata and/or linguistic annotation, which is
useful for linguistic research [28]. Such corpus may be of different types like
monolingual corpus, bilingual corpus or multilingual corpus depending upon the
number of languages used in them. A monolingual corpus is a corpus of texts in one
language. A bilingual corpus is a collection of texts in two different languages where
each of one is translation of other. A multilingual corpus is a corpus of texts in more

than one language [19; 28]

1.2.1. Parallel Corpus

A parallel corpus consists of document pairs that are more or less exact
translations of each other. It is a bilingual corpus consisting of texts organized in pairs
which are translations of each other, i.e. they include the same information (parallel
texts) and especially are aligned at the sentence level [1; 13; 24]. It is a collection of
sentences in two different languages. Among those two languages, one is considered
as the Source Language (SL) and another is the Target Language (TL). The sentences
in the TL are translations of sentences in the SL. The problem of sentence alignment
means finding out which TL sentence is the translation of which SL sentence. An
aligned parallel corpus is a collection of such pairs of sentences [31].

As we know, parallel corpus can be symmetrical and asymmetrical.
Symmetrical parallel corpus normally contains one-to-one sentence correspondences
between source and target languages. Whereas, asymmetrical parallel corpus contains
a large proportion of one-to-zero/zero-to-one, one-to-many/many-to-one sentence
correspondences in the corpus as well [5].

The most well-known parallel corpora are Europarl, JRC-Acquis multilingual
parallel corpus, the OPUS corpus, etc [1]. Other available multilingual parallel
corpora are developed in the framework of projects of Multilingual Corpora for

Cooperation (MLCC), the Integrated European language data Repository Area



(INTERA2) eContent, SEEERAnet and so on [12]. Most of the parallel corpora
available for only few language pairs and among them most of the parallel corpora
contain English as one of the two languages in them.

1.2.2. Comparable Corpus

A comparable corpus is a bilingual corpus consisting of texts organized in
pairs (comparable documents) which are only approximate translations of each other.
In a comparable corpus, the document pairs are not exact translations but have similar
vocabulary; that is texts in two different languages that are similar in content, convey
overlapping information, but are not translations [1; 13]. The prototypical examples of
comparable texts are two news articles in different languages which report on the
same event. They are (most often) produced independently, but express overlapping
content, and are therefore likely to contain some parallel data. Similarly the different
publications which publish the same book in different languages, etc also can be
considered as the sources of comparable corpora.

Potential sources of comparable corpora are multilingual news reporting
agencies like Cable News Network (CNN), British Broadcasting Corporation (BBC),
Al-Jazeera, etc or multilingual encyclopedias like Wikipedia, Encarta, etc [24; 25;
30]. Such comparable corpora are widely available from Linguistic Data Consortium
(LDCY), in particular the Gigaword corpora, or over the web for many different
languages and domains, e.g. Wikipedia [24; 25; 30]. Reliable identification of these
pairs would enable the automatic creation of large and diverse parallel corpora [30].
However talking about Nepal, such comparable corpora can be taken from different
news portals, news papers, books designed for some school curriculum that are
published both in English and Nepali, user manuals of different products, etc. The
degree of comparability of different documents varies, but we believe that the more
comparable the corpora are, it is more useful for various NLP research task because it
can be exploited to get the different desirable results like as parallel sentences, parallel
documents, parallel words or sub-sentential data from it [32].

Figure 1.1 shows one example of comparable corpus. It shows the articles

published on the Kantipur Publications Pvt. Ltd.’s website www.ekantipur.com for

L http://www.Idc.upenn.edu


http://www.ekantipur.com/

both Kantipur Daily and The Kathmandu Post Daily on Dec-25, 2011. These articles
report on arresting three peoples by the police along with time bomb.
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1.2.3. Domain-Specific Corpus

A domain-specific corpus (or in-domain corpus) is a corpus of texts from a
given domain [28]. Such corpora provide very high amount of accuracy when the
testing data comes from the same domain in which the system is trained but if used
with some out domain data then the accuracy falls very down.

1.2.4. General-Domain Corpus

A general-domain corpus (or out-domain corpus) is a corpus of texts
containing general language texts, i.e. texts from no any specific domain [28]. If such
corpus is used for any SMT system, then the accuracy can be found in a quite good
amount for any general domain test data, because the system is already trained with
the general domain corpus. However, no such corpora are available even for the
languages which are being spoken by most of the peoples of the world like for the
languages English, Chinese, Arabic, Dutch, French, etc. So it is really difficult to have
such corpora for the language which are popular among very few peoples and spoken
by very few peoples like for the languages Nepali, Newari, Bhojpuri, Tharu, etc.

The corpora that are of interest for the work presented in this thesis are those
which are not parallel, but do contain parallel data which can be of use for Statistical
Machine Translation (SMT) after processing them. In order to obtain SMT training
data, one must extract a set of parallel sentences from such comparable corpus, which
serve as the parallel corpus needed for SMT systems [24]. The major task of this
thesis is to find the good parallel data from the comparable corpus available in huge

amount.

1.3. Motivation for the Dissertation

The lack of previous work on parallel texts extraction in an automated manner
between English and Nepali is the most important motivation for making a research in
this field. That is; the motivation behind this work is the lack of a very useful resource
parallel text, which is essential and the most important for parallel translation. Parallel
texts are useful essentially in any cross lingual NLP fields but they are most
particularly important for SMT systems, where they provide the training data from
which the system learns everything it knows about translation [1; 24]. Such collection

of parallel text which is especially known as parallel corpus is a scarce resource and



requires very much effort to generate manually for certain domain or for certain
language pair. And to our knowledge, there are no any tools which generate the
parallel corpus automatically for English-Nepali language pair that is why most of the
parallel corpora which are being used for various tasks related to NLP, are generated
manually. So, if it (parallel corpus) could be generated automatically, for the language
pair English-Nepali, it would definitely help for various NLP related research works
in Nepal. This fact really motivated me to perform the research in this particular topic.
The chart in figure 1.2 shows that the total number of speakers of different
languages. The data about the different languages and the number of speakers of the
language in different countries of the world can be found through Ethnologue?.
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Figure 1.2: - Languages and Speakers [34; Ethnologue]

Similarly, the chart shown in figure 1.3 describes the total number of words of
a language translated into English. It describes that even there are languages which
are spoken by hundreds of millions of speakers don’t have parallel data available to
the research community for the NLP related tasks especially SMT. It means that
Nepali is one of the low-resource language for which there are no any parallel data

available as well.

2 http://www.ethnologue.com
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Thus, the figure 1.2 and figure 1.3 shows the statistics about the languages
which are being spoken by maximum number of speakers even don’t have sufficient
volume of parallel data. Also there are various languages which neither do have large
number of speakers nor do have such parallel resources to the research community for

their development.

1.4. Applications of parallel corpus

Sentence-level aligned bilingual parallel corpora hold a huge amount of
linguistic information and this is the reason why they have several applications of
high importance, especially in the field of NLP like Cross Language Information
Retrieval (CLIR), Machine Translation (MT), Lexicography, Language Learning,
Word Sense Disambiguation (WSD), etc. [18; 30; 35]. In order to be applicable or
useful; those resources must be available in reasonable quantities, because most
application methods are based on statistics rather than the exact rules of the
linguistics. Unfortunately, such parallel corpora are often scarce resources: limited in

size, language coverage and general domain data. The quality of the results depends a




lot on the size of the corpora, which means robust tools are needed to build and
process them [3; 4; 12; 19; 20; 24; 25; 26].
Some major application areas of parallel corpus are described briefly in the

following section:

1.4.1. Machine Translation

The translation of some source language to target language automatically
using computer is the machine translation. The major resource used for the automated
translation is the parallel corpora, so they are used as a training corpus in various
automated translation systems. Machine translation systems require bilingual lexica
from which to get translations of terms. The well known data-driven approaches to
machine translation are basically two: Example based machine translation (EBMT)
[19] and statistical machine translation (SMT) [29; 30].

So far, the maximum use of parallel corpora is in the field of SMT, that is; the
parallel corpora provide indispensable training data for SMT and the basis for SMT is
basically word translations. The lack of bilingual parallel training data is one of the
major bottlenecks in the development of SMT systems for most language pairs. Lately
the use of bigram or trigram models [19] has been practiced because translations are
not always one to one correspondence of words and also because such sequences of

strings or phrases lead to sentences faster than the word to word translations [19].

1.4.2. Cross-language information retrieval

Cross-language information retrieval is a subfield of information retrieval
dealing with retrieving information written in a language different from the language
of the user's query. Information Retrieval (IR) systems search and retrieve relevant
documents based on a user query. Mono-lingual IR systems find documents only in
the language of the query. For example a query in English that includes the term
AIDS in English will not find possibly relevant information in other languages [18;
29]. Nowadays, Google like search engines have started embedding cross-language IR
systems. It is the parallel corpora which are the most essential things for developing
such IR systems. Information retrieval systems that retrieve documents from more
than one language can use bilingual lexica by which query words are translated and
the search is carried out in different languages. For example, a user may create their

query in English but retrieve relevant documents written in Nepali.



Domain specific bilingual lexica, particularly, provide very useful support in
getting the sense of words in a specified context. Such kind of bilingual dictionaries
are simply generated by searching repeated co-occurrence [19; 29].

1.4.3 Word sense disambiguation

The task of word sense disambiguation (WSD) is to determine the correct
meaning, or sense of a word in context, i.e. the process of determining the correct
sense of a given word in context is called word sense disambiguation. Many words in
natural languages have multiple meanings. It is important to identify the correct sense
of a word before we take up translation, query-based information retrieval,
information extraction, question answering, etc using that word. For example, the
word ‘bank’ can be ‘any organization that provides various financial services, for
example keeping or lending money’ as Well as ‘the side of river, canal, etc and the
land near it’ [18].

Word sense disambiguation is the process of identifying which sense of a
word is used in any given sentence, when the word has a number of distinct senses. It
is a fundamental problem in natural language processing (NLP). Given a word-
aligned parallel corpus, the different translations in a target language serve as the
sense-tags of an ambiguous word in the source language. The outcome of word sense
disambiguation of a source language word is the selection of a target word, which

directly corresponds to word selection in machine translation. [19]

1.4.4. Computer-assisted language learning

Computer-assisted Language learning (CALL) refers to programs designed to
help people learn foreign languages. CALL is an innovative approach of second
language acquisition. Natural language processing has been enlisted in several ways
in CALL: including carrying out bilingual text alignment so that a learner who
encounters an unknown word in a second language can see how it was rendered in
translation. Parallel texts can help the language learners to know the grammatical
patterns of a language in advance. The grammar of two languages can be compared
with the help of aligned texts so that the language learners can take benefit on

language understanding. [19]
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1.5. Thesis Organization

After giving the brief introduction of parallel and comparable corpora, their
applications including the dire need of such parallel corpora in the context of a
country like Nepal, the rest of the material presented in this thesis is structured as
follows.

Chapter 2 gives a review on different types of alignments can be found on two
comparable documents along with the definition of problem for the proposed study.
The review of the literature related to the dissertation including the different related
works and works done related to sentence alignment are described in detail in Chapter
3. This chapter provides the knowledge regarding the different methods used by
different researchers to solve the problem of sentence alignment in both parallel
corpora as well as comparable corpora.

The Chapter 4 provides an implementation overview of the different phases
used to align the parallel sentences from the comparable corpus in order to generate
the required parallel corpus. The empirical analysis of parallel sentence extraction
model is made in Chapter 5 where the different test measures are taken in order to
suggest the solution. The results of sentence alignment are shown using the bar
diagrams along with different measures.

Finally, Chapter 6 focuses on the conclusion made and limitation and future
works for the proposed model. Appendix A gives the testing performed on different
comparable corpora taken for the proposed study with the source code for the

implementation of the model in Appendix B.

11



CHAPTER 2
2. Background

Corpora are the term used on linguistics, which corresponds to a finite
collection of texts in a specific language. A collection of text in a single language is
called monolingual corpus, whereas the collection of documents in more than one
language is called multilingual corpora. A bilingual corpus is a collection of texts in
two different languages where each of one is translation of other. A parallel corpus is
a collection of texts in different languages where one of them is the original text also
called source language text and the other is the translation of original text called target
language text. That is, parallel corpora are sentence aligned parallel texts between
source language and the target language [1; 4; 24].

Parallel corpora are the scarce resources for most of the languages which are
spoken by very few peoples in this world [4; 24]. Even for those languages which are
being used frequently by majority of the people do not contain sufficient amount of
general-domain parallel corpus. The domain-specific corpora as well are available in
rare amount. Now, for English-Nepali, language pair this is further difficult to have
such parallel corpora. According to the state of the art there are no methods that could
enable the wholly automatic production of parallel corpora. The method we propose is
based on statistical sentence alignment on comparable corpora based on both length-
based and dictionary lookup approaches.

Parallel corpora are very useful resources for the NLP related tasks such as
machine translation, linguistic studies, information retrieval systems development,
lexicography, language learning, word sense disambiguation, etc [18; 30; 35]. In order
to be useful, these resources must be available in reasonable quantities however they
are not available easily for most of the languages with thousands/millions of native
speakers; that is; these are the scarce resources not found in sufficient amount for
various language pairs and are limited in size as well. The other problem with parallel
corpora is that they cover only few domains and few languages [12; 24; 25]. But, the
comparable corpora are readily available that, while not parallel in the strict sense, are
closely related and convey the same information. Such parallel corpora can be
generated through the alignment of source language sentences to the corresponding
target language sentences of easily available comparable corpora. Thus the

fundamental aspects of alignment are described in the following sections.
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2.1 Alignment

Alignment is the task of identifying correspondences between the texts written
in two different languages. Statistical Machine Translation is the data driven approach
of finding the correspondence in two different languages. The aligned text will play
the role of data in SMT. Hence text alignment plays an important role to make
bilingual parallel corpora which will be very useful in SMT. Text alignment is done in
different levels; it includes document alignment, paragraph alignment, sentence
alignment, sub-sentence level alignment like word alignment, chunk alignment,
phrase alignment, etc [19; 24; 28]. Document alignment means aligning the parallel
documents from source language to target language, paragraph alignment means
aligning the two documents at paragraph level. Sentential alignment (or sentence
alignment) refers to alignment of sentences and sub-sentential alignment refers to

alignment of sub-sentential elements, such as words, chunks, phrases, etc [24; 28].

2.1.1. Document alignment

Document alignment is the process of finding the document pair that is
translation of one another from the collection of bilingual texts [19]. The two
documents are declared to be aligned only when most of the sentences of the two
documents are aligned properly between the two documents. So, sentence alignment

is a declarative factor to identify whether the two documents are aligned or not.

2.1.2 Paragraph Alignment

Paragraph are often aligned sequentially, i.e. first paragraph of one language to
first paragraph of another and so on. This might not be always true. Insertions,
deletion, splitting and merging may appear on translating the paragraph of different
language. Paragraph marker is used to separate the different paragraph on the
document. Sometimes the use of the cognates and collocation is also used to
recognize translation paragraphs. Aligned paragraph are further segmented into

sentences [19].
2.1.3. Sentential alignment

Sentence alignment is the problem of determining which sentences are

translations of each other. That is, the sentence alignment is the task of identifying
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correspondences between sentences in one language and sentences in the other
language [16]. This task is a first step toward the more ambitious task finding
correspondences among words. Prior to this step, sentence boundaries must be
identified in both sides of the parallel documents, by using the process of sentence
segmentation. A sentence-aligned parallel corpus is one of the two essential data
resources required for training SMT systems whereas the other one is a TL
monolingual corpus used for language modeling. In general, all possible alignment
combinations are allowed: 1-1 when one sentence in one language fully corresponds
to one sentence in the other language. 1-0 or 0-1 in case a sentence is not translated on
the other side, or M-N when M>0 sentences on one side correspond to N>0 sentences
on the other side [28]. Sentence alignment is not trivial because translators do not
always translate one sentence in the input into one sentence in the output. Another
problem is that of crossing dependencies, where the orders of sentences are changed
in the translation.

Sentence alignment is usually applied on a parallel corpus where the parallel
texts are assumed to be reliable translations of each other. In this thesis, this
assumption cannot generally be made because the bilingual resources acquired here
are comparable corpora, as the parallel texts in such corpora may not be the exact
translations of each other (for example Wikipedia articles in multiple languages; they
can but may not be accurate translations of each other, similarly the news published
by different news agencies like CNN, BBC, etc. in different languages on the similar
topic may not be exact translations of each other). So, the thesis tries to find the good
parallel sentences among the different sentences present in the comparable corpora.

There are well established algorithms for aligning sentences across parallel
corpora. Some are pure length based approaches, some are lexicon based, and some
are a mixture of the two approaches

For sentence alignment, paragraph alignment is performed first, and then
sentence within a paragraph are aligned. Paragraphs within a document can be aligned
manually by inserting the paragraph marker within the document. The sentences
within the paragraph can be aligned to any of the sentences in a cross level sentence
alignment manner. The possible sentence alignment can be shown in the following

figure 2.1:
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English Nepali

Sentence 1 Sentence 1
Sentence 2 Sentence 2
Sentence 3 Sentence 3
Sentence 4 Sentence 4
Sentence n Sentence n

Figure 2.1: Possible Cross Level Sentence Alignment [5]

2.1.4. Sub-sentential alignment

The sub-sentential alignment is the task of identifying the parallel parts within
the sentences that may be any word, chunk, phrase, etc. So the sub-sentential
alignment can further be described as follows:

A. Word Alignment

The basic approach to sub-sentential alignment is word alignment.
Word alignment is the identification of corresponding words in two source and
target language sentences. It is a fundamental component of all modern SMT
systems where it is used in order to extract a set of translation phrase pairs into
a translation table. Word alignment is also employed in other NLP
applications, such as translation lexicon induction and cross-lingual projection
of linguistic information. Prior to word alignment, word boundaries must be
identified in both sides of the parallel sentence by using the process of word
tokenization. Word alignment is the natural language processing task of
identifying translation relationships among the words in a bi-text, resulting in
a bipartite graph between the two sides of the bi-text, with an arc between two
words if and only if they are translations of one another.

Word alignment is typically done after sentence alignment of already
identified pairs of sentences that are translations of one another. In general, all
possible alignment combinations are allowed: 1-1 if one word on one side
exactly corresponds to one word on the other side, M-N where M>0 words on
one side correspond to N>0 words on the other side. 1-0 and 0-1 alignments

are used when for a given word there is no translation equivalent on the other
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side of the parallel sentence (a word is deleted or inserted on the target side,
respectively) [28]. The different words of a source sentence are aligned with
the words at different places in the target sentence. This is clearly shown in

figure 2.2:

source senence: [ te ) ate ) [ &) [[wanso )|

TargetSentence:[ 3;;} ][ w3 ’ [ grar ][ I

Figure 2.2: Word level alignment between English and a Nepali Sentence [34]

Here, in the above example, the alignment of words in both source (S) and
target (T) sentences is given as:
Alignment: {S, T} = {1-1, 2-4, 3-2, 4-3}

B. Chunk alignment

Chunk alignment is the identification of corresponding chunks
(syntactic constituents, such as noun phrases, verb phrases, etc.) in the two
sentences. Chunking must be applied prior to this step. The assumption made
during chunk alignment by using different methods is that the number of
chunks in both sides of the parallel sentence is more or less the same and they
can be aligned in a (more or less) 1-1 manner, although in general, 1-n chunk
alignments are allowed too. Chunk alignment employed in SMT better

captures local reordering and reduces the size of a translation table [19; 28].

2.2. Challenges of Parallel Corpus Creation

The problem of creation of parallel corpus actually is the problem of finding a
source language sentence and its translation in the target language. In the thesis
proposed, the problem of creation of parallel corpus is actually the problem of
extracting the parallel sentences from the comparable corpora. This problem is

ultimately the problem of aligning only the parallel sentences among the several
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sentences of the comparable corpus. Thus, the challenges of sentence alignment are
also the challenges of parallel corpus creation.

The more we can enlarge a parallel bilingual corpus, the more we have made it
effective and powerful. Providing such corpora demands special efforts both in
seeking for as much already translated texts as possible and also in designing
appropriate sentence alignment algorithms with as less time complexity as possible
[38]. According to researchers in [17] the sentence alignment process has some
important challenges, they are:

1. First of all, it is not the case that sentences always align one-to-one.
Sometimes a sentence may be translated in more than one sentence in the
other language or some part of a text may be deleted or some additional
sentences may be added to the text so that we don’t have matches in the
corresponding text. Even the existence of a small amount of such sentences
results in remarkable deviations in the matching of sentence beads® in such
situation. Because sentences do not always align one-to-one, the sentence
alignment task is non-trivial [5]. The different sentence alignments may be
treated as one-to-one, one-to-zero/zero-to-one, one-to-many/many-to-one or
many-to-many and finding such alignments is really difficult.

2. Secondly, the structure of the different languages is not same. For example; an

English sentence “I eat mango” has a translation into a Nepali sentence “H

3 @l5”. Here, English sentence has a basic structure of “Subject + Verb

+ Object” whereas Nepali sentence has a basic structure of “Subject + Object
+ Verb”. So, in real life, most of the texts have great inconsistencies with their
translation such as the layout of texts, format differences, omission of some
part of text and crossovers or inversions in text. Thus, the sentence alignment
algorithms and programs must be devised in such a way to deal with such
diverse situations and problems found in sentence alignment.

3. Finally, the accuracy always depends on the domain of the input text. For
example an alignment program may give wonderful results when applied on a

sports text but its success decline dramatically when applied on a scientific

% See section 3.2 for more details on beads
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text. So, 100% accurate alignments are not possible even if the texts are

“clean” and easy, which is affected by the input of the text.

The achievement of high accuracy with minimal consumption of

computational resource is a common requirement for sentence alignment approaches.

For a sentence alignment program to be called “ideal”, it should be fast, highly

accurate and require no special knowledge about the corpus or the two languages [5;

17]. That is, the sentence alignment should also work in an unsupervised fashion as

well as it should be language pair independent. By “unsupervised”, we denote

methods that infer the alignment model directly from the data set to be aligned.

“Language pair independence” refers to approaches that require no specific

knowledge about the languages of the parallel texts to align [5]. In real world

achieving all of these goals is a difficult task because of the following characteristics
of real text [17]:

1)

2)

3)

The paragraph boundaries in the real bilingual text are not represented in a
similar manner in all cases. Which character is the paragraph separator, it is
really difficult to identify in the bilingual text. For example in some texts have
return character at the end of each line. So, it makes the case more difficult to
determine if a newline means a new paragraph or not.

Sentence boundaries are also difficult to be identified properly because in
many cases the same letter or symbol can be used as a sentence separator or
not. That is, there is a variance in the ending and starting characters of the
sentences at different places in the bilingual text. For example, a period (full
stop) symbol is not only capable of detecting the sentence boundaries, for that
we must also know the full meaning of the sentence. There are various terms
like Mr., Ms., Prof., Dr., etc which also use period sign but doesn’t mean the
end of sentences. In addition, the text may have many punctuation errors or
symbols, pictures, etc. which make it impossible to determine the boundaries
of sentences without knowing their meanings [17].

There might not be the case that the bilingual texts have exactly the same
number of sentences and paragraphs. Some paragraphs or sentences may be
merged into a larger paragraph or sentence because of the translator’s
individual idea and so can’t say all the bilingual texts contain the same

structure on sentence or paragraph representation.
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4) Similarly, there might be different cases where the text may have crossing
dependencies meaning that the order of sentences is changed in the translation.

5) In case of Nepali language, the different tools like Part of Speech (POS)
tagger, Chunk tagger, stemmer, morphological analyzer, etc are not found in a
fully functioning and freely available form, results the difficulties to find the
accuracy in some extent to identify the parallel sentences. For a dictionary
lookup approach, the dictionary mostly contains the root words and their
translations, so if there is a stemmer, it can be used to find the root word from
the given word and can be checked in the dictionary. It has the maximum
probability to be found in the dictionary.

6) Also, the comparable data always could not be found in digital form. Large
volume of such data can be found in the printed or hand written form. So we
need some mechanisms to read such comparable data and present it in the
digital form so that we could use it for our research task. Such major task can
be done by using some automatic character recognizers like Optical Character
Reader, etc. But, there is a chance that, some characters might not be read or
identified properly by the OCR and lot more problems need to be faced. This
definitely reduces the accuracy of the system. However, [8] is a research task

related to handle such OCR errors in some extent.

2.3. Problem Definition

The parallel corpus is one of the most important resources in the research field
of NLP especially for the SMT field. The major problem for this thesis is to extract
the parallel sentences from the comparable corpus to generate a parallel corpus. The
more we can enlarge a parallel bilingual corpus, the more we have made it effective
and powerful. Providing such corpora demands special efforts both in seeking for as
much already translated texts as possible and also in designing appropriate sentence
alignment algorithms with as less time complexity as possible [38].

In this thesis, a method will be presented that enables automatic creation of
parallel corpora by exploiting a rich, diverse, and readily available resource:
comparable corpora for the language pair proposed. That is, the presented novel
method will allow us to extract good-quality parallel data from such comparable

collections for the English-Nepali language pair. The automatic extraction of bilingual
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parallel corpus from the comparable corpus mostly depends upon the parallel sentence
alignment approaches.

We are given an English monolingual corpus and a Nepali monolingual corpus
which are comparable to each other. We are assuming that both corpora contain the
equal number of paragraphs in them. Suppose EP;, EP, ..., EP, are the English
paragraphs and NP;, NP, ..., NP, are the Nepali paragraphs. Each such English and
Nepali paragraphs may contain any number of sentences within it. In our proposed
study let us suppose that English paragraph EP; contains m sentences as ES;, ES,, ...
ESn and Nepali paragraph NP; contains n sentences as NS;, NSy, ... NS;,.

Now, for an English sentence ES; (1 <i <m) from an English paragraph EP,
there are different similarity scores (probabilistic scores) to align with every Nepali
sentence NS; (1 <j <n) of corresponding Nepali paragraph NPy, where / <k <n. Such
alignment probabilities or similarity scores can be obtained by using a different
strategy described as follows:

For an English sentence ES; (I <i <m) from an English paragraph EPy, we
evaluate the similarity of sentence ESi with all the sentences NSj (1 <j <n) of Nepali
paragraph NPy. Now, for each English word Wgng in sentence ES;, if one of its
translations in the bilingual dictionary occurs in the sentence NS;, the translation
count will be added by 1 else it is kept as it is. Then the similarity of ES; and NS; is
given by:

translation count

Slmllarlty(ESi' N'S}) - max (lengt h(ES;),lengt h(NS]-)) ------------- 2.1

Where, similarity(ES;, NS;) is the sentence similarity of English sentence ES;
and the Nepali sentence NS;, length(ES;) and length(NS;) are the count of words in ES;
and NS; respectively, and the value of function max(length(ESi),length(NSj)) is the
bigger one between length(ES;) and length(NS;). The value of the sentence similarity
obtained in this way is in between 0 and 1 and can be obtained different for different
sentence pairs. The bigger the value is the more similar (parallel) the two sentences
are [4].

Finally, the major problem of parallel sentence alignment is to find an
alignment A, such that it maximizes the probability over all possible alignments. This

can be denoted as:
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Comparable Corpus

(English + Nepali)

argmaxA P(A, S, T)

Where, A is the alignment, P (A, S, T) is the probability of being target

sentence T as the alignment A of source sentence S. This probability is the similarity

score obtained from equation 2.1. Thus, this is equivalent to

argmaxA similarity(ES;, NS;)

Thus, the alignment A of a source sentence and a target sentence which has

the maximum similarity score is the best parallel sentence pair.

2.4. Stages in Parallel Corpus Creation

The basic steps used for finding the parallel sentences from the comparable

corpus are shown in the architectural diagram of the proposed system in figure 2.3.

Document
Selection

Figure 2.3: The Architecture of the parallel sentence extraction system [24; 25]
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The total work is divided into the following stages:

Document Selection
It includes selection of the two documents that are comparable to each other
and contain some sentences about the same topic among a large no. of documents in

the comparable corpus.

Candidate Sentence Selection

This step is used to select the candidate sentences among the selected two
documents. As there are no one-to-one sentence alignments in the comparable
documents, there may be some extra sentences that are not the translations of some
other sentences present in the source or target corpus. So if we are able to extract
some possible candidate sentences, it would reduce both time and computational cost
to detect the correct alignments. Candidate sentences can also be determined based on
the ratio of lengths of the two sentences. For our proposed model, the candidate
sentences for a source sentence are the total number of sentences present in the

corresponding paragraph of the target language.

Parallel Sentence Detection Model

It is used to compute the possible best translation of source language words to
the target language words so that it will result in the best sentence-level alignment
among the taken candidate sentences. For this, the bilingual dictionary is used to find

the best translations.

2.5. Proposed Model for Parallel Corpus Creation

The fundamental idea about finding the solution to the problem of
identification of parallel sentences from the comparable corpus as described in the

section 2.3 is given in the proposed model shown in figure 2.4.
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Tokenize the Source and Target Documents of Comparable
Corpus at Paragraph Level

v

v

Source Language Document
EPy, EP,, EPs, -—- EP,

Target Language Document
NP1, NP2, NP3, --- NP,

le

<

For each
paragraph EP;

Tokenize the Paragraph
at Sentence Level

|
»

For each
Sentence ES;

Choose Candidate

|

From the Corresponding

Paragraph NP;

Sentences

'

Create Bilingual Parallel
Corpus Using That Pair

Choose the Best
Sentence Pair

Bilingual Dictionary
(English-Nepali)

Figure 2.4: - Proposed model for parallel sentence extraction from comparable corpus

The best match among the candidate sentences is found by using the domain

specific dictionary to calculate the highest score of parallelism between the sentences.

After finding the best match between the source language sentence and the target

language sentence, the problem of parallel corpus creation is to list the all aligned

target sentences to the source sentences into two separate files.
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CHAPTER THREE
3. Literature Review

3.1. Overview

For any statistical machine translation system, the size of the parallel corpus
used for training the system is a major factor in its performance [32]. Such parallel
data are readily available in large amount for some language pairs, such as Chinese-
English, Arabic-English, French-English, etc, but for the most language pairs this is
not the case. The size of parallel data not only influences the quality of translations,
the domain of the parallel corpus also strongly influences the quality of translations
produced from SMT systems [32]. Many parallel corpora are taken from the news
domain, or from parliamentary proceedings [24; 25; 32]. Translation quality suffers
when a system is not trained on any data from the domain it is tested on.

It is parallel corpora may be scarce resource, but comparable corpora, semi-
parallel corpora are the rich resource that are readily available in several domains and
language pairs. These corpora consist of a set of documents in two languages
containing similar information. A detailed description of the types of non-parallel
corpora is given in [13].

The basic aim of the research made in thesis is to extract parallel data from the
comparable corpora where the parallel data can be any words, phrases, chunks,
sentences, paragraphs and even the documents. But, the major goal is to find parallel
sentences; this could be done by using different sentence-alignment algorithms. There
are various methods developed for finding parallel sentences in parallel documents-to
noisy parallel or comparable documents. Therefore, review of some of the sentence
alignment algorithms is made in section 3.2 and continues with the discussion of some
approaches used for finding parallel sentences from comparable corpora in section
3.3.

3.2. Sentence Alignment Algorithms

Here in this section we consider various methods that are being used for
aligning the bilingual corpora. Sentence alignment algorithms are mainly used to
create a sentence level alignment between the two different documents. Most of the
algorithms are able to align the sentences between parallel documents and some are

able to align the sentences between non-parallel documents. It is a major idea to
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consider that the documents are a series of minimal translated units called beads [24].
A (p, q) bead, consists of p source language sentences and g target language
sentences, where p and g can also be zero. Thus, a perfectly literal translation would
be a sequence of (1, 1) beads; the existence of a source sentence with no any
translations would be explained with a (1, 0) bead; the existence of a target sentence
with no any source matching is represented with a (0, 1) bead. Similarly, one target
sentence which translated two source ones would be represented by a (2, 1) bead and
so on. Thus, the major goal of any sentence alignment algorithm is to find the best
sequence of beads that generate the two documents under consideration [24].

There are many papers published at different places regarding the problem of
sentence alignment and those papers propose different methods for aligning the
sentences. But as far as the methodology they use is considered, all of these
approaches or methods can be classified into following four categories:

3.2.1. Length-Based Approaches:

Length based approaches do not consider any semantic analysis of the
different sentences in the process of sentence alignment. These approaches use the
statistical methods for the task of sentence alignment between the different source and
target language documents. These methods only consider the length of sentences
while making decision for alignment. These approaches are based on the idea that
long sentences will be translated into long sentences and short sentences into short
ones [6; 15; 16]. The length based approach works remarkably well on language pairs
with high length correlation, such as French and English. Its performance degrades
quickly, however, when the length correlation breaks down, such as in the case of
Chinese and English. These approaches are very simple and the length of different
sentences is calculated in different manner in different approaches proposed by
different researchers. Some of them measure the length on the basis of counting of the
number of characters present in the sentences and some of them count the length on
the basis of counting the number of words present in the sentences. That is, the length
is either the number of characters or the number of words present in the sentences.
Among the various length based algorithms Gale and Church Algorithm [15; 16] is
the famous one. The Gale-and-Church Algorithm is basically dependent on the length
of the sentence in terms of characters and the Brown's algorithm [6] is dependent on

the length of the sentence in terms of words. These methods are very simple to align
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the sentences. Despite their simplicity, these methods work with a great accuracy. It
means that these methods are simpler, highly accurate and efficient as well [17].
Some of the examples of length-based approaches are described in the

following section:

A) Brown et al., 1991 [6]: This method aligns sentences with their translations in
two parallel corpora based on a statistical technique. It is the method similar to
Gale and Church (see section 3.2.1, part B), except that sentence lengths are
computed in terms of words rather than characters and the comparison is made
between the source sentences and target sentences [6; 22]. They have used the
method to align several million sentences in the English-French Hansard
corpora. They have achieved accuracy in access of 99% in a randomly
selected set of 1000 sentence pairs that are verified by hand. They have
expected accuracy between 96% - 97% on other varieties of texts than they
have tested [6; 17].

B) Gale and Church, 1993 [16]: The algorithm uses a simple statistical model of
character lengths for aligning sentences of Source Language (SL) text and
Target Language (TL) text. The algorithm uses sentence length measured in
terms of number of characters to decide if some sentences in source language
text are the alignment of some other sentences in the target language text [15;
16]. In fact, Gale and Church’s method is inspired from Brown’s method. The
program uses the fact that longer sentences in SL tend to be translated into
longer sentences in the TL and that shorter sentences tend to be translated into
shorter sentences. The algorithm also uses the concept of Dynamic
Programming which allows the system to consider all possible alignments and
finding the minimum cost alignment effectively. The algorithm performs very
well for the languages which are related like French and English. The method
also aligns the sentences of parallel corpus. It has very good accuracy and gets
a 4% error rate. It works best on 1:1 alignments and has high error rate on
more difficult alignments [16; 17]. The method aligns the Canadian Hansard

with such accuracy and the Hansard is the parallel data itself.

* The official written record of everything that is said in the parliament (in the British, Canadian,
Australian, New Zealand or South African parliaments)
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C) Wu, 1994 [37]: In this method Wu applies the Gale and Church’s method to a
corpus of parallel English and Cantonese (a version of Chinese) Text. Here the
two languages were not similar meaning that they were unrelated; whereas
Gale and Church have performed the experiment on related languages. But the
results of the experiment are not much worse than Gale and Church’s method
which shows that the method can also be used on unrelated languages as well.
The length based information was not sufficient to have much expected
results, so to improve the accuracy; Wu uses lexical cues® in his method [17;
22 37].

3.2.2. Location-Based Approaches:

These methods are also similar to length based approaches as they use
statistical approach for finding the probable alignment between source and target
language sentences. They use the fact that most of the times, beads of sentences in
two different texts to be aligned, have similar positions. It means that if a sentence in
the source text is in the middle of the text, its conjugate in the target text is probably
in the middle of the text too. So, location of the bead is a major fact considered in this
kind of location based methods. Some of the examples of location based approaches

are now described in the following section:

A) Church, 1993 [8]: Church argues that length-based methods work well on
clean text such as Canadian Hansard, where these methods have at least 96%
accuracy but the accuracy of the methods may break down in various real-
world situations where the input is noisy®. In such noisy inputs, the problem of
finding paragraph boundaries, sentence boundaries is difficult due to noise to
work well for sentence length-based approaches. So, Church’s method is to
make an alignment by using cognates’ at the level of character sequences

rather than at sentence/paragraph level [8; 17].

B) Aligning Bilingual Corpora Using Sentences Location Information [36]: -

In this method the lexical information is not used for the main text but only

> A small corpus-specific bilingual lexicon
® due to OCR and/or unknown markup conventions
" words that are similar phonetically across languages
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used for finding higher accuracy. The major property of this method is that it
uses not only the length of sentences but also the length of texts, the length of
upper and lower part of the candidate sentences, and some information like
that to reinforce the effect of location of sentences in the text. For this reason,
it can be said that it is an improved version of pure length-based method [17].

In this paper, authors describe a method for aligning bilingual corpora
mainly based on the observation that the location of sentence pairs in two
languages, are distributed in the texts similarly [17]. The Detailed description
of the working of the method is found in [36]

3.2.3. Lexical (Lexicon-Based) Approaches:

These are the methods which take into account the lexical information about
the texts for the purpose of sentence alignment. These methods try to overcome the
weakness of the length based approaches by utilizing the lexical information from
translation lexicons, and/or through the identification of cognates. These methods are
based on the lexical resources such as bilingual lexicon (bilingual dictionary) or
bilingual corpora. In most of these approaches, a bilingual corpus is used to find the
best match of the content words in one text with their correspondences in the other
text and use these matches as anchor points in the sentence alignment process. In
some lexicon based methods, instead of content word pairs, cognates which are the
words in language pairs that resemble each other phonetically are used for
determining the beads of sentences. Thus, lexicon-based approaches give better
alignment results than the sentence length-based approaches. However, the lexicon-
based approach has the limitation of computational cost meaning that they take longer
time than the length-based approaches. Some of the examples of lexicon-based

approaches are given in the following section:

A) Kay & Roscheisen, 1993 [21]: They start their iterations by the assumption
that the first and last sentences of the texts align [17; 21]. These are the initial
anchors. Then, until most sentences are aligned:

1) Form an envelope of possible alignments.
2) Choose pairs of words that tend to co-occur in these potential partial

alignments.
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3) Find pairs of source and target sentences which contain many possible
lexical correspondences. The most reliable of these pairs are used to
induce a set of partial alignments which will be part of the final result.

B) Chen, 1993 [7]: S.F. Chen describes a fast algorithm for aligning sentences
with their translations in a bilingual corpus. In this method, Chen constructs a
simple statistical word-to-word translation model as he goes along the
alignment process [7]. Here, the author tried to find an alignment that
maximizes the probability of generating the corpus with this translation model.
That is; the best alignment is the one that maximizes the likelihood of
generating the corpus give the translation model. This best alignment is found
by using the dynamic programming in language independent manner. The
algorithm achieved an error rate of approximately 0.4% on Canadian Hansard
data, which was a significant improvement over previous results. The method
gave better accuracy that the sentence length-based method but the method
was “tens of times slower than the Brown and Gale algorithms” [7, p.15]. It
was perhaps first shown by Chen in [7] that word correspondence based
models can be used to produce higher-accuracy sentence alignment than

sentence length-based models alone.

3.2.4. Mixed (Hybrid) Approaches:

Now days, the sentence alignment is carried out by different researchers by
using the combination of both length-based approaches and lexicon-based approaches.
These methods use the length based approaches to find the most of the candidate
sentences in the target document for a source sentence. Then, the lexicon-based
approaches are used to find the best match among these provided by the length-based

approach [1; 24; 25; 26]. Some of the examples of this method are mentioned below:

A) Moore 2002 [22]: Robert C. Moore presents a method for aligning sentences
with their translations in a parallel bilingual corpus. The method adapts and
combines the sentence length-based approaches and word correspondences
based approaches to achieve high accuracy at a modest computational cost,
and the method requires no knowledge of the language or the corpus beyond

division into words and sentences [22].
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Moore proposes a multi-pass search procedure where sentence length-
based statistics are used in order to extract the training data for the IBM
Model-12 translation tables. The acquired lexical statistics are then combined
with the sentence-length based model in order to extract 1-to-1
correspondences with high accuracy. The method is highly accurate and is a
language independent. The problem with the method is the slowness of the
algorithm; as the extraction of a bilingual corpus from the texts at hand is not a

straightforward and cheap operation [17; 22].

3.3. Methods for Finding Parallel Sentences from Comparable

Documents

In recent years, there have been several approaches developed for obtaining
parallel sentences from non-parallel, or comparable data. In most previous work on
extraction of parallel sentences from comparable corpora, some coarse document-
level similarity is used to determine which document pairs contain parallel sentences
[32]. In this section, we discuss about various methods used for the extraction of

parallel sentences from the comparable corpus:

3.3.1. Creation of Parallel Corpus from Comparable Corpus [1]: - In the paper
[1], they present an approach for automatic creation of Hindi-Panjabi® parallel corpus
from the comparable corpus. They used two-pass approach to align the two
comparable documents at sentence level. The method described in the paper [1] uses
various alignment parameters such as sentence length to linguistic parameters like
syntactic level similarity. In the first pass they use the sentence length for selecting
the candidate sentences. In the second pass they tried to find the best possible
alignments of the sentences using the different tools available for the languages

considered in [1].

3.3.2. Mining Parallel Text from the Web based on Sentence Alignment [4]: - In
paper [4] the researchers brought a novel strategy to automatically fetch parallel text
from the web. In the method presented, it first downloads the web pages from certain

hosts and then the candidate web pages are prepared among such downloaded pages.

& Used to find the word level alignment
° Hindi and Panjabi are the most widely spoken languages in India.
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The candidate web pages are then evaluated to find the best alignment of sentences
within them. They also tried to evaluate the similarity of the two web pages based on
the similarity of the aligned sentences. The experiments show the satisfactory

performance on the multilingual web sites [4].

3.3.3. Extracting Parallel Sentences from Comparable Corpora using Document
Level Alignment [32]: - The method proposed in [32] advances the state of the art in
parallel sentence alignment by modeling the document level alignment. They have
demonstrated that Wikipedia is a useful resource for mining parallel data. They
retrieved the sheer volume of parallel data from Wikipedia which is a somewhat
surprising result in the light of Wikipedia’s construction. They proposed a novel
approach which results in improved average precision while retaining simplicity and
clarity in the models. They have shown that substantial gains can be achieved by

using an induced word-level lexicon in combination with sentence extraction [32].

3.3.4. Adaptive parallel sentences mining from web bilingual news collection
[38]: - This is an extension of various algorithms presented in section 3.2. In this
method the authors combine both sentence length-based models and lexicon-based
models under a maximum likelihood criterion. This method first tries to find the
parallel document pairs and then sentence align them. The researchers compute the
score of a document pair by defining a generative model of a target document as per
given source document. They consider all document pairs as parallel whose score is
above certain threshold. Now, the sentence-alignment is performed on the obtained
parallel document pairs and the score of a sentence bead is computed as a
combination of length information and IBM Model 1 lexical score. Zhao and Vogel
evaluate the extracted sentences by showing that they improve the accuracy of

automatically computed word alignments [24; 38].

3.3.5. Reliable measures for aligning Japanese-English news articles and
sentences [33]: - It is also similar to the approach given by Zhao and Vogel in [38].
Here, they use the BM25 Score to find the parallel document pairs. After that, they

align the obtained parallel document pairs at sentence-level by using a score based on

10 BM25 is a ranking function used by search engines to rank matching documents according to their
relevance to a given search query

31



the lexical information i.e. the number of translated words in each sentence bead.
Then, they use the sentence similarity scores to compute new document matching
scores and the new document scores to compute new sentence similarity score and
show that this gives the parallel data of higher quality. They evaluate their aligned
sentences by analyzing randomly sampled alignments [24; 33].

3.3.6. Improving machine translation performance by exploiting non-parallel
corpora [25]: - Munteanu & Marcu in [25] present a method for finding the parallel
sentences from comparable, non-parallel corpora. In this method, they train a
maximum entropy classifier such that, given a pair of sentences, can reliably
determine whether or not the given pair of sentences are translations of each other.
They have extracted parallel data from large Chinese, Arabic, and English non-
parallel newspaper corpora by using the method [25]. They begin by selecting similar
document pairs from two large monolingual corpora containing non-parallel
documents. From the collected such pairs, they generate all possible sentence pairs
and pass them through a word-overlap-based filter, which gives possible candidate
sentence pairs. Now, such candidate sentence pairs are presented to a maximum
entropy (ME) classifier that decides whether the sentences in each pair are the mutual
translations of each other. The quality of extracted data is evaluated by showing that it
improves the performance of a state-of-the-art statistical machine translation system.
The method proposed in [25] is a language independent method and can be adapted

for any language pairs.

3.3.7. Mining Very-Non-Parallel Corpora: Parallel Sentence and Lexicon
Extraction via Bootstrapping and EM [13]: - They pair each source document with
all target documents whose similarity score is higher than a certain threshold value,
where the similarity score is calculated by using cosine similarity measure. They work
on very-non parallel corpora. They generate all possible sentence pairs from each
document pairs and select the best ones based on a threshold value. Using the
extracted sentences they learn a dictionary and iterate over with more sentence pairs
[13].
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CHAPTER 4

4. Implementation

4.1. Phases of Implementation

Input the Comparable Corpus
(English + Nepali)
Vv
Tokenize both Source and Target
Comparable Corpus at paragraph level

V&

For Each English
paragraph P;

Tokenize the paragraph at
sentence level

Take another
paragraph

Take another
Sentence

z

For an English sentence
S in English paragraph P;

For every Nepali
sentence S; in
corresponding Nepali
paragraph P;

y
Append English Sentence S;
to English Parallel Corpus

Bilingual Dictionary
(English-Nepali)

Calculate the probability ofeach |
sentence to be parallel with Qictionary
English sentence Sjand let it be p | Lookup

)%
Append FinalParalleINepali Is N
to Nepali Parallel Corpus p > Temp?

Y

FinalParalleINepali = Sentence S; in Nepali paragraph P;

A4
Figure 4.1: - Implementation Phases Temp=p
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4.2. Description of Implementation Phases

The process shown in figure 4.1 is a novel approach used to find the scarce
parallel data from the highly available form of comparable data. This model is a
statistical model for finding the parallel corpus from the comparable corpus. In the
proposed model, at first both the source and target comparable corpora are read. Then
the source corpus i.e. the English corpus and the target corpus i.e. the Nepali corpus
are broken down at paragraph levels. After this, the paragraph of source corpus is
further segmented into different sentences by using the process or sentence
segmentation and same task is also done for the paragraph of Nepali corpus.
Furthermore, the sentences of source and target paragraphs are tokenized into words
by using the process of word tokenization. This lets us to use the bilingual dictionary
for finding the best sentence level alignments to generate the parallel corpus. Now, for
each source sentence of a paragraph, we try to find the parallel sentence in the target
language paragraph. For this, we first try to find the candidate sentences from the
target paragraph. For this, all the sentences from target paragraph are treated as the
candidate sentences. Now, among those sentences, the best parallel sentence is
obtained by using the bilingual dictionary for both English and Nepali language pair.
During the dictionary lookup to find the best parallel sentence, the individual words of
source sentence are analyzed in the dictionary and the corresponding translation word
is searched in the target language sentence.

It is supposed that the sentence(s) ES in English language and the sentence(s)
NS in Nepali language are the candidate sentences from the corresponding paragraphs
of the actual comparable corpora used in the experiment. Then a strategy is designed
to evaluate the similarity of the sentences ES and NS. For each word Wgng in the
sentence ES, its translation word is identified from the bilingual dictionary and
searched in the sentence NS to find the similarity score of the two sentences. Now, the
translation probability (similarity score) of parallelism of that source sentence with all
other candidate sentences is obtained. In this way, the translation probability for
different Nepali sentences can be found different. Thus, the Nepali sentence NS,
whose translation probability is found to be the highest among all the other candidate
Nepali sentences, is treated as the best parallel Nepali sentence for the English
sentence ES. Finally all such best pairs are written or collected in the form of parallel

corpus.
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CHAPTER 5
5. Testing and Analysis

In this chapter, the description of different data collection mechanisms used
and the different sources that were used to collect the data related to the proposed
study are discussed. Besides that the different testing performed on the collected data
using the proposed model including the analysis measure for different parameters are
also described here in this chapter. So, the section 5.1 describes the different data
collection related activities and section 5.2 describes the different testing and
verification of the collected data in order to obtain the expected goal.

5.1 Data Collection

The bilingual dictionary and test data are collected or developed to perform
the parallel sentence alignment i.e. to extract the parallel sentences from the
comparable documents (or comparable corpora). In this work, the different English-
Nepali comparable texts are collected from different news websites, news papers,
online magazines, and translated course books for secondary level education
following the curriculum of Ministry of Education, Government of Nepal. All these
data from such resources are collected for finding the major goal of this thesis, which
is to find the parallel training data required for SMT, automatically from the different
comparable data collected. Such collected data is either in the form of bilingual
dictionary to find the best sentence alignments or in the form of testing data used to

identify the accurate alignments of the model.

5.1.1. Bilingual Dictionary Structure

The domain-specific bilingual dictionary is collected for the proposed
language pair, which is used to find the best translated words in Nepali for English
words so that the best alignment between the sentences of the source and target
language comparable corpus are identified. The bilingual dictionary used in this study
is domain-specific in the sense that we have collected different comparable corpora
and the dictionary is generated to handle the different words of those collected
corpora. So, if such dictionary is found in a general domain, the performance of the

proposed study will be improved so much.
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The basic structure of the bilingual dictionary is that it contains a source
(English) language word and its translation word in the target (Nepali) language. For
the convenience the source word and target word are kept in two separate files, where
the two files can be treated as the parallel corpus with the word level parallelism
between the source and target file. The dictionary is generated with some restrictions,
where the multi-word translations for a source word are kept in the dictionary by
putting the first word of such multi-word translation in TL only such as for the word

produced = 3curgar arRkwarr, the dictionary will only contain produced = 3curga. In
case of multi-word source entry the source word and its translation both are not kept
in the dictionary such as due to = 31T, does not = ggeT are not kept in the dictionary.

To read the dictionary, the file with SL words is read and its equivalent translation is
identified from the file with TL words. The dictionary is used each and every time to
identify the translation of a source word Wgng 0f English Sentence (ES) and then the
translated word is searched in the Nepali Sentence (NS) to identify the similarity score
for that candidate Nepali sentence.

5.1.2. Test Data

Different possible comparable documents containing most of the parallel
sentences are given as an input to the system which can be helpful to evaluate the
accuracy of the actual parallel sentence alignment among the given non-parallel
(comparable) documents. There are five different comparable corpora that we have
collected to test the system. The different corpora contain different number of source
and target sentence. In our collection, the Corpus 1 contains 30 source sentences and
28 target sentences. Similarly, Corpus 2 contains 20 source sentence and 19 target
sentences, Corpus 3 contains 17 source sentences and 30 target sentences, Corpus 4
contains 23 source sentences and 25 target sentences whereas the Corpus 5 contains
12 source sentences and 12 target sentences. Therefore, the testing comparable
corpora used in the research overall contain 102 source sentences and 114 target
sentences. Thus, the more total number of comparable sentences exists in the
comparable documents, the more generalized accuracy measures can be obtained
from the model proposed.

Here, the input files contain English and Nepali test data respectively, both are

then segmented into paragraph, each such paragraph is then segmented into a number
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of sentences and finally each such sentences are tokenized into tokens or words
(delimited by space characters) to find the matched translations from the bilingual
dictionary used for training the system.

5.2. Testing and Verification

The output will be tested and verified with respect to the manually taken
comparable document pairs for the English (source) & Nepali (target) languages and
translational information can be obtained from the manually generated domain
specific bilingual dictionary for the language pair considered for this research task.
Finally the empirical analysis is done to measure the accuracy of the model proposed
and to suggest the solution. During the testing and analyzing period following
measures are taken in order to verify the accuracy of the method or model. The

measures taken are:

5.2.1. Precision
Precision is the number of correct results divided by the number of all results returned
by aligner. Mathematically it is shown as follows:

Number of correctly aligned sentences
Number of aligned sentences

Precision =

5.2.2. Recall
Recall is the number of correct results divided by the number of results that should
have been aligned. Mathematically it is shown as follows:

Number of correctly align nten
Recall = umber of correctly aligned sentences

Total number of correctly aligned sentences in the comparable corpus

5.2.3. F-Measure
The F-measure can be interpreted as a harmonic mean of precision and recall. It is
defined as

2 X (recall X precision)

F —measure = —
(recall + precision)

The Average Error Rate (AER) is calculated as
AER =1 — (F — measure)
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5.3. Input/output of program (Testing)

Comparable Corpus 1 (English)
[Social Studies Grade 9, Readmore Publishers and distributors,
Second Edition-2066 B.S., page no. 8-9]

<p> Development means a process of positive change. It is a dynamic process. People
, family , community , town , etc keep on changing. Use of resources available in the
society brings changes in quality of life of people. It enhances the living standard of
the people living anywhere in the country. Development is linked with economic
development. Economic development means achieving higher level economic
condition. But, economic development alone does not indicate or reflect the overall
development. According to the UN charter, “Development is related not only with the
material needs of people but also with the improvement of social conditions”. Hence,
development doesn't mean economic development only. It is also social, cultural and
institutional growth. Change merely in specific people's life in no way reflects the
development of a country. The country can advance ahead on the path of development
only when a positive change takes place in the lives of all citizens.

<p> Some countries are developing at a rapid pace. These countries are called
developed countries. Living standard of the people in the developed countries is very
high. It has become half a century only since the developmental activities started in
African, Asian and Latin American countries. Most of the countries in these
continents are developing. People's living standard in developing countries hasn't been
improved much due to the historical, geographical, cultural, social, political and
economic reasons. Generally, those countries having a slow economic and technical
growth rate and low per capita income are called developing countries. They are also
called the least developed countries. All-round development is essential for improving
the living standard in these countries. Every citizen of these countries should increase
awareness and commitment to development.

<p> The total volume of all goods and services produced by a country in a year is
called the Gross National Product (GNP). Similarly, the total value of all these
products is called Gross National Income (GNI). Remittances from the foreign
employment and foreign trade assistance are also included in Gross National Income.

Gross National Income is considered these days as one of the main factors to measure
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the economic development. When the Gross Domestic Income (GDI) of a region or
country is divided by the population of that area or country, whatever number comes
out is the per capita Income. Per capita income alone can't reflect the true state of
development. A few rich people and their high income may show high per capita
income, whereas a majority of people could be below the poverty line.

Comparable Corpus 1 (Nepali)

[FTHITSS HETTA - HET §, GPIF: AT TP, [T HeAlord, TISIHH
faera @og, AIEAINSH], HFTIT - 2068 UoT . 2-7]
<p> TahM oleh! HHRIcHAS TRAA g | AllTE |, IRAX , FHAGE , HeX T

T3ET T IR groe] | THISTHT SUele] HLAEE HI FIIT §1E

mﬁgﬁmmaﬁgo—a | FE Feot UTeA Holoh AT T&T Ycdeh AT
& Siael AT GUR 136 | [ oS 3 fqed de1 Siga e |
deoll 3 3raear se Afdedt 3T raear A1 g o 3nfde A g

X 3 3ol of A fAhrE ol HAEAT GHBA Heaeol | HIeFd TSCHY
% FSIUT AT Joold HU TR« Tahrg of Ald &1 ifas =g do1 A
AT TTHATTSIh HTEAT H GUR HFA-H IEw G917 Uil TWHR T |
qad | era daet e faera A Qs | wifae | diEsfas qur
e i afer g | Tt @re safed @ Sae AT A aRade smdar
U A fAHE §eo ool Flheel | ST USE T FFYOT ATFAGE I Sligel AT

FURIcHS IRAceT 136 ad 3 IR & 9¥ A7 (s 96 dFs | </p>

<p> faeq &1 FE HIPeE o g FIAT fAFHT TRWEH Tl | IEAT HFEE
oTs AT Holeh Hides | O Hodhes AT I& W AT AAEEE A
SNy 3= & | 3fherr |, TRAAT T GIAT0T AR &1 SAGE of faehra &
ATl TRHT YT AT AT HUH & | A RMEE fAhreag g |
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el A FASEHE U H SNaaecl A3t 3hET Finwar B | WA
3feer T grafte faehra ax A Uh! T Ui dfed el HF HUH
Heloh oS AT U Aies | Re o8 ®a [Aafdd Hos afa #ioes

| TET Ho[HE® Bl Siidel Seheal Tl [ a1 3Taegeh §O |
fAepraleaE <or # fasraer el Foaietd Ul ARTREAEE SiTeeh
glUeS | </p>

<p> Pl Helh AT Tk a¥ AT Icdreet TRTH a¢G I T AR HeT 15
Fel AL 3cUIe Aides | FEA TS a&g T Harhl Hod oS Fel AT
3T #iAes | Hor AT 31T AT GERIb AR FEIar T G JsHR

SIC Ut A Uil SifSes | 3Mefhel Shol AL 31T AT 3 faenre

AT 9] Ueh HTT UR AllAes | ol ARG &7 Fel e 3T

A TH & FI FTHSEAT of AT IET 3 I of Ufd IiFd 31T & |
ufar cafea 3m o A9 o1 A far & Jomy 3EEAT @R aFe | Shig
gfel AfAEEs I 309 3 o 9fd afFd 31T 98 ST 9 g T

STl AT Alferd RS A WA ofd g7 ToFoel | </p>

Output of the program as a parallel corpus 1:

S.N. English Sentence Nepali Sentence

1 Development means a process of | {3 s7¥epr GopRTcHS IRadT & |
positive change.

2| Itisadynamic process. RIS SToTeh! TRIcH TR & |

3 People, family, community, town, et¢ | mrfar | gRER , TFET , TER T
1 L ) L
keep on changing.
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?ﬁ%@ﬁ%ﬁﬂ%ﬁﬁgr—uﬁl

Use of resources available in the
society brings changes in quality of

life of people.

SIg Usg I FFQOT fFags

SHdeT AT GURTcHS TRad H3S
ad ¢or [aehrd & 9 AT 39MfS S6o1

IS |

It enhances the living standard of the

people living anywhere in the country.

T Feot Gl Holoh AT T&T T
ST T Siael AT UR A5G |

Development is linked with economic

development.

g og 3T ey Ja1 sy
IS |

Economic development means

achieving higher level economic

Jeot 3 3rgear ac Afldear
mmmm%é‘rm

condition.
T &7 R 3T Ieaifa o AT
ToehTa T 31aTT SAT3T AT |
But, economic development alone | et 3 3rgEeT STc AT

does not indicate or reflect the overall

development.

3nfher 3raer AT oo o S
g g T 3 Ieaifa of AT
TIrTg T 379TAT A3 T |

According to the UN charter,

“Development is related not only with
the material needs of people but also
with the

improvement of social

conditions”.

TYF TSCHY T IS9F AT Feold
HU AR« fahrd o aifay &r
ifae aTg=T HaT AT AHS ATATTSTH

AT I GUR Tl FEE HaT
g TR TEES 7|
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10

Hence, development doesn't mean

economic development only.

Ty |, [T Ha 3T Sorg
T 8Is |

11

It is also social, cultural and

institutional growth.

gig Ifer & |

12

Change merely in specific people's life
in no way reflects the development of

a country.

gﬁ@mwﬁrﬁaﬂaﬁmm
qﬁaéﬂaﬁéma%raﬁﬁwgm
o7 GieheeT |

13

The country can advance ahead on the
path of development only when a
positive change takes place in the lives

of all citizens.

SIS ASE T HFYUT gihclg®

el AT GURTcHS aRade H3S
s &er faerd St a2 A7 31913 T67

IS |

14

Some countries are developing at a

rapid pace.

faea &1 el HeJhg® of g AT
IGEAGEURSEEIGT

15

These countries are called developed

countries.

<
IET Ho[Fhe® s [Ah AT Helh

e |

16

Living standard of the people in the

developed countries is very high.

A APeE AT gE A oS4
AfAHEE I NAATR 3T S |

17

It has become half a century only
since the developmental activities
started in African, Asian and Latin

American countries.

31Tt , TTAAT T ET8ToT AR T
SUEE o IR T ATl ITXhT TET
QTS HATT TR & |

18

Most of the countries in these

continents are developing.

dr AIREE AT TE R S
ATATEE I ST 3TT S |
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19

People's living standard in developing
countries hasn't been improved much
due to the historical, geographical,
cultural, social, political and economic

reasons.

HIATTSR |, Toleliicleh AT 3
HRUT o 16T AT TAhTEI=HE T &l
STATAR 318} IhEaT Gfhuen! & |

20

Generally, those countries having a
slow economic and technical growth
rate and low per capita income are

called developing countries.

AT 3% Jar gifafes
faera eX A Huat T ufd Safed
HFETA hH HUR Helh oS
g o s1fdes |

21

They are also called the least

developed countries.

R o8 A faafdd Hofe afe
s |

22

All-round development is essential for
improving the living standard in these

countries.

IJEAT FH[hg® T NaT IHEA

ﬁaﬁﬁwaﬁm&wgml

23

Every citizen of these countries should
increase awareness and commitment

to development.

A AFeE AT TE A oS4
AfAHEE I NAATR 3T S |

24

The total volume of all goods and
services produced by a country in a
year is called the Gross National

Product.

Sl Helh AT T ¥ AT 3curest
IRV TE T S FaTh! Hed olls
ol TS e oo |

25

Similarly, the total value of all these
products is called Gross National
Income (GNI).

&N G aE] T Yal! HoF AT
el TS 3 iAo |

26

Remittances  from the  foreign

employment and foreign trade

assistance are also included in Gross

National Income.

Fol e 31T AT FRF AR

eI T 3 IR a1 9red

A UTel SNEes |
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27

Gross National Income is considered
these days as one of the main factors
to measure the economic

development.

3TTSTehel Tl TSI I oI1S TR
e A9 71 U HET IR

AfAeS |

28

When the Gross Domestic Income
(GDI) of a region or country is divided
by the population of that area or
country, whatever number comes out

is the per capita Income.

Tl fATRET &R Fel TR JHTcTaly
TS TG 8T Y STHATSEAT of A6
ICT 33T ThaT o YT STTFd 3T gF

29

Per capita income alone can't reflect
the true state of development.

gfa safea 3ma o a7 21 & fava
FT JATY FTEAT WA o |

30

A few rich people and their high
income may show high per capita
income, whereas a majority of people

could be below the poverty line.

*fe gfer ATfades & 3T 3T o
gl caferd 3 9 SRgTent afel g=1
TFS STl AT ATl ITRST
ir@mgﬁrqﬁrg?rwl

Table 5.1: Aligned Parallel Sentences in Comparable Corpus 1 (Testing)

Here, in this corpus following measures are found:

Total No. of Sentences in Source Corpus
Total No. of sentences in Target Corpus
No. of aligned sentences

No. of correctly aligned sentences

Correct alignments present in the corpora

Precision =(26/30) =10.866667
Recall = (26 /29) =0.896552
F-measure

= 0.881356 = 88.14%
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= ((2*0.866667*0.896552) / (0.866667+0.896552))
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i
HE:

Sentence Alignments

% No. of aligned sentences

H No. of correctly aligned

sentences

B Correct alignments present in

the Corpora

Figure 5.1: - Sentence alignment in Comparable Corpus 1

The testing on the other four comparable corpora including the measurements taken is

shown in the Appendix A.

5.4. Analysis

The average precision and recall measure of the above given sentences is found by

calculating the individual precision and recall measure of the given paragraph and

finding the average of them.

Corpus/Measures | Corpus 1 | Corpus 2 | Corpus 3 | Corpus 4 | Corpus 5 | Average
Precision 0.866667 0.85 0.941176 | 0.826087 | 0.916667 | 0.880119
Recall 0.896552 0.85 0.941176 | 0.863636 | 0.916667 | 0.893606
F-Measure 0.881356 0.85 0.941176 | 0.844444 | 0.916667 | 0.886729

Table 5.2: Final Analysis

Thus, final measures acquired are:
Precision = 0.88019

Recall = 0.893606

F-Measure = 0.886729
AER = 1- (F-Measure) = 1- 0.886729 = 0.113271
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This result shows that the proposed model works well for the given input. In
our analysis the recall is shown greater than precision it means that precision gives the
comparison of alignment accuracy when it is compared to the result given by the
model and Recall gives the accuracy of the alignment when compared with the actual
alignment given by the human annotator. Besides that, this accuracy obtained or
identified here may vary while testing a huge document. It means the accurate
alignments for larger data sets may change. However, the overall accuracy depends on
the number of words and the domain of the words present in the bilingual dictionary
used in this proposed model. So, if we have a huge bilingual dictionary with sufficient
amount of words from both source and target languages, the accuracy may be
acquired in the range obtained in this research work.

46



CHAPTER 6

6. Conclusion and Future Works

6.1. Conclusion

Parallel texts are the useful resources and widely used in different fields of
NLP can be found in sufficient amount in different comparable corpora that are found
easily in huge amount. It is really a difficult task to generate such parallel corpora
manually for the various NLP related projects, and is also time consuming as well as
costlier. So, a mechanism of automatically generating such parallel text from the
comparable corpora is a novel and effective approach for the language pairs proposed
in this study. So far talking about the results obtained from this study, there is an
accuracy of nearly up to 0.887 on the comparable corpora taken. The results of the
experiment on the collected comparable documents show that the method has 88%
precision and 89% recall. So the F-measure obtained for the proposed study is about
0.887 on the collected data sets. However, the accuracy and other measures taken in
the research work may vary on the larger comparable corpora.

It seems that the study performed throughout this research lets us to generate
good quality parallel corpus from the comparable corpus in very short time period.
The performance of the proposed study is highly dependent on the quality of the
bilingual dictionary used in the research work. The more advanced the dictionary is
the more accurate the alignments are. The bilingual dictionary used in the study is
made manually from the different testing comparable corpora used in the study. So, it
is domain specific in some sense. However, if a dictionary is available in general
domain, the method is capable of aligning the sentences from the general domain in a
great extent with a great accuracy.

Thus, the method proposed in this study will be helpful to find the parallel

data from the comparable data efficiently and accurately in a limited amount of time.

6.2. Limitations and Future Works

Since the model presented in this study contains a bilingual dictionary with
limited words, so sometimes the words in the sentences of the testing corpus will not

be found in the bilingual dictionary to find its translation in target language and will
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result in wrong alignments. The accuracy of the alignments is heavily dependent on
the quality of the bilingual dictionary used in this model. The testing so far we have
made and identified accuracy may vary while testing a huge comparable document as
we have tested it on limited sentence sets.

It also has another limitation related to the dictionary used in the proposed
study. Since, the dictionary may contain some of the words in either source or target
language which might have more than one word in their translations but the dictionary

used in this study handles only the single word translations. For example;

development = &, all = @&, also = gfa, and =3, etc. like single word entry in
the dictionary are handled where as the word like produced = Icurgsr arfiusr,
responded = srat® &Y, developed = A#Tor aIRwshr, due to = 71ET, does not = gs,

twenty five = aRa®, etc. multiword entries are not handled in this study.

There may be the situation where the sentence boundary is not identified
correctly while considering the period or full stop (.) as a sentence boundary
separator. For example in case of different words like Dr., Mr., Ms., Prof., etc which
represent different short hand notations are not handled properly in the proposed
study.

Here in this study, the parallel data is collected from the manually collected
comparable documents but it could be much more effective if such comparable
documents are also aligned automatically as a good comparable documents. Besides
that the study is carried out by using a bilingual dictionary which is also generated
manually. If such bilingual dictionaries could also be generated in an automated
manner from the comparable corpora, it will improve the performance of the overall

system. Thus, these areas could be taken as further studies.
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Appendix A:
Input/output of the Program (Testing):

Comparable Corpus 2 (English)
[Social Studies Grade 9, Readmore Publishers and distributors,
Second Edition-2066 B.S., page no. 23]

<p> We have not been able to achieve desired improvement in the people’s health
because of widespread poverty , illiteracy and lack of awareness. The government has
not been able to operate hospitals and manage doctors in all places. There are some
places where there are no hospitals , some places have hospitals but no doctors and
there are some places having doctors but no necessary tools , equipment and
medicines. Doctors are not so interested to go and work in remote areas. They prefer
to stay in cities and towns , where all facilities and privileges are available. Contrary
to it , there are no such health services in the remote areas. Due to the lack of
education and awareness , people prefer to go to witch-doctors (dhami jhankri)
instead of seeing or going to doctors. People living in remote areas are poor and even
can’t pay for doctors’ fee. The prescribed salary can’t meet all the requirements of
doctors. So , the doctors like to do part time jobs for additional income in the private
hospitals , clinics , etc. But , the poor people in rural areas can’t afford to pay for
expensive services of private hospitals , nursing homes and clinics.

<p> The status of health of the people in countries having high life-expectancy is
considered to be good. Here people are healthy due to the availability of nutritious
food are attacked less by diseases , take regular exercise , enjoy good health care
services , etc. Life-expectancy of people in Nepal is comparatively low compared to
developed countries. Size of urban population in Nepal is increasing. However , their
health condition is deteriorating day by day in the absence of nutritious foods , proper
exercises and health services. There is a need of balanced diet , regular exercise , and
some physical labour to maintain a healthy life. High child mortality rate is yet
another indication of poor health condition in Nepal. Significant attempts are lately
being initiated to establish and expand health posts all over the country. Health

workers and volunteers are mobilized throughout the country.
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Comparable Corpus 2 (Nepali)

[ATATTSR 3ETTT - HETT R, YhIRIh: AUTel TR, TALTT HA-ATT, ITSThA
faehra sheg, ATATSHY, TFAYR - 0€Y UST o.2Y]
<p> BTHT & AT SIICd ARG |, ATA&T T TAIAAT I 3HTT AT AlfAAGE I

W@mﬁ&a@gﬂﬂgﬁaﬂaﬁ%ﬁmawﬁﬁa%m

3TATeT Wieel T STHFEX TOI3eT Tchehl ol | gl ETAT Bof o SIFCT Solel

, el ITTAT T 3TFX Bl Hel 3TATH 3YR0T T 3welt S | dionfores
fehedl T UBICUsT o &1 STFelE® GIH &7 AT AW Jdl Il HTgcere] |
Relig® I : T8 AT of s digeoe] | fhetster TgX &1 ad forfds &1

GIAUTER UIed Bel | THD! AU a3 AT FAugs Iiey Dol T STeTeicia]

FI AT AT AATEE Iy STFel T FFEUeh & T T rEiStishr i

Hoollg ITHR A O] | RSN I HROT of GIHNA Tl ANAHGE STl
TS AT AR Yooh ool TFdelo] | TIHR GaNT feROT IRl el o
ST T TS fHAHA HT INARIDATE A g TFeelo] | el Aehig®
AR AT AT HH Foh Gie HTARFT FAT AT Al 389dre |, Felfaeh
3nfe A1 7S AR el T AGese R AN o AT GIA HT TS
AfrHeg® a7 Yok oY Al 3reqarer A1 Sfe FFdete] | </p>

<p> S & H AT I 9 §eS |, TF U FI SAeA F TIRLT FH
AEAT AT Alfedes | AT GINOT | (9T Sl TSHAUT &l FaAT |, 3wl 37ar
T FAYT |, SARA MG HT HROT AT R geo T 3800 30T 31
qfel & geo | GTAT &0 Y SieAdie® F I Y ST Heleh
ATAHEE 1 Jolell AT [ & TH & | AT S AT Ui Tl Slrdsear
o T TR T | FAfAT e T dedfad Siee @ 3 o amar
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3eigE @l Faeed fea gfa ool f9ale arvent © | @ &1 o1fa Fedford
e |, @A sarme T AR #7716 Sl © | T H HHGN

Wmﬁmﬁwmﬁrggtmﬂf{gawaamaﬁa@ral 9Tl AT

gleT 3MUNET FTAELT FIAUT YeTel Tt a3 a3 AT IULAEL it o

TARLT hoge® Todifeld Ol | 8% Cldl I d8T AT TAELY TAIFATddhes

giErfed & | </p>

Output of the program as a parallel corpus 2:

English Sentence

Nepali Sentence

We have not been able to achieve
desired improvement in the people’s
health because of widespread poverty,

illiteracy and lack of awareness.

gAY S AT 1T NG , AR T
STAdAT hI HATT AT ANNATEE Sl
T AT LTS GUR gl Teheh!

e |

The government has not been able to
operate hospitals and manage doctors

in all places.

AUTT TIPR of TS I3 AT 389dTed

Gloa I 315 USI3eT Tohehl e |

There are some places where there are

no hospitals, some places have

hospitals but no doctors and there are
some places having doctors but no
necessary and

tools, equipment

medicines.

3T Y ST Bol Hol 3TTTH

3YHIOT ¥ 3wl Sefe] |

Doctors are not so interested to go and

work in remote areas.

Hianfore fadear aur Tsiead o
IGT STFCIEE GIH &F AT I Far
e ARG |

They prefer to stay in cities and

AYTT TIHR of TS 13 AT Il

56




towns, where all facilities and

privileges are available.

GloeT T STeeY USI3eT Tohahl 5o |

6 Contrary to it, there are no such health | st o Jerear gor galeua o
services in the remote areas.
1T STeFeE® GITA &9 AT a0 JaT
el TATECeAT |
7 Due to the lack of education and X
Ty faulie a3 A7 giawmegs afe
awareness, people prefer to go to . .
witch-doctors (dhami jhankri) instead il T ST P S AT
of seeing or going to doctors. HATTIHES Tfey STere T TFTh TEs
Y T UTHISITSH &l Hoollg TaR
HTH TS |
8 People living in remote areas are poor | siRdy &Y HROT oF %j'h:r EECD
and even can’t pay for doctors’ fee.
AMAHEE STFel g ANT 3TAR
Yeeh feeT FeFeete] |
9 The prescribed salary can’t meet all | gy earT UROT TRFT doa o
the requirements of doctors.
TeFeX T T fohd e T TTTHhATEE
I &l et |
10 | So, the doctors like to do part time | =gder FfEgs TIFRT 3TTdTeT AT
jobs for additional income in the
. : - HTH Foh 9T ATAReEFT ga7g A7 fsh
private hospitals, clinics, etc.
Taare |, Fafae nfe &1 T
3faReFd EEET 36T TEese R
TRET of 91T GIH T TS ATAAGE
FET Yeeh TR Toleit 3reTcTer AT ST
HFcale |
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11

But, the poor people in rural areas
can’t afford to pay for expensive
services of private hospitals, nursing

homes and clinics.

I8l Ailgs TIHRT IETATe AT
1A o 91 3faRed g7 A fAsh
3aarer |, Fafas nfe &r 78
HTARF A I ATgeoe] N
AR of aTaT GIH FT TS AT
§ET Yeeh TR TSl 3rEdcrer AT ST
Hercate] |

12

The status of health of the people in
countries having high life-expectancy
is considered to be good.

ST &7 Y 3 3 S g, I

2T T STeTdT ol TATELT I TEAT

T ATATS |

13

Here people are healthy due to the
availability of nutritious food are
attacked less by diseases, take regular
exercise, enjoy good health care

services, etc.

gATCT GIYOT |, 9T I TSHATT I
st |, 3wel 3TER wr giaem |
SATITH 3HTTE; T HRUT AT forafy
g0 T 3TN 3 I Il N g

14

Life-expectancy of people in Nepal is

comparatively low compared to

developed countries.

BTHT &2 Y STeAcg® ol 3T 3mg
AR AT Holeh 1 AfATEE Y Jelal
AAFFARH S |

15

Size of urban population in Nepal is

increasing.

gIHT CRT T STeTcg® I 3 3y
AR AT Holeh 1 ATfATEE Y Jelel
A RTFARH D |

16

However, their health condition is

deteriorating day by day in the

IGRIGEEERIRIES Tﬂrgi?id MSTeT hY
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absence of nutritious foods, proper

exercises and health services.

37HTT o 1T 3AEE I FTAEY feaT
gfel et ToaIe IR & |

17 | There is a need of balanced diet,
regular exercise, and some physical

labour to maintain a healthy life.

IE & A Fediad W@
ﬁuﬁamr%nﬂ%wmﬁr
S S |

18 | High child mortality rate is yet
another indication of poor health

condition in Nepal.

TAELY A FHASR FTEAT o T
S9Ter AT Y T 9 FoF e T

HUR! ST |

19 | Significant attempts are lately being
initiated to establish and expand

health posts all over the country.

AU AT glel 3MURSA Ty
giaer ge= = ams I3 AT
SUEATELY TlhT TUT FAELT Shogg®

H>1fold oo |

20 Health workers and volunteers are

mobilized throughout the country.

e < T dIT AT TR

FagFAfaee® aRarferd & |

Table A.1: Aligned Parallel Sentences in Comparable Corpus 2

Here, in this corpus following measures are found:

Total No. of Sentences in Source Corpus
Total No. of sentences in Target Corpus
No. of aligned sentences

No. of correctly aligned sentences
Correct alignments present in the Corpora
Precision

Recall

F-measure
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20
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20
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0.85
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% No. of aligned sentences

H No. of correctly aligned
sentences

B Correct alignments present in
the Corpora

Number of aligned sentences

Sentence Alignments

Figure A.1: - Sentence alignment in Comparable Corpus 2

Comparable Corpus 3 (English)
[Republica: English Daily Newspaper
Published on: Tuesday, August 16, 2010, Page 3]

<p> Four, including two Kids, of the same family were brutally murdered at matena
village of Bhimdutta Municipality - 9 in Kanchanpur district Sunday night. The wife,
daughter-in-law, grandson and granddaughter of Karbir Nath, a local, were found
murdered in their home located ten kilometers from Mahendranagar. Among those
killed are Karbir’s 50 year-old wife Harya Nath, 25 year-old daughter-in-law
Dhanadevi Nath, six year-old grandson Ravi Nath and four year-old granddaughter
Renuka Nath. The bodies of all the four slain family members have been kept at
Mahakali Zonal Hospital. All four have rope marks around their necks. It seems they
were strangled to death by the murderer using rope. </p>

<p> Karbir’s son Dharmananda Nath is missing, prompting suspicion that he killed
the four. Locals say Dharmananda has been mentally ill for more than one year,
adding to the suspicion. “The family did not have enmity with anyone,” a neighbor
said, adding, “It seems Dharmananda, who was mentally ill, killed them”. The suspect
was with the family members until 10 pm Sunday, the neighbor said. The murder
must have taken place after everybody had gone to sleep. The villagers learnt about
the incident only in the morning after they forced their way into the house when
nobody from inside responded to their calls. DhanaDevi and her kids were found in

one room while mother-in-law Harya Nath was found in another. </p>
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<p> The neighbors informed Brahma Dev Police Post about the incident.
Dharmananda’s father Karbir works in Mumbai, India, while elder-brother is in the
Armed Police Force (APF). Post-mortem of the four bodies were done at Mahakali
Zonal Hospital after Karbir’s eldest son arrived from Kathmandu. The police have
been searching for absconding Dharmananda while the whole village is living in
terror with Baijanath Siddhanath Secondary School shut-down after the incident. </p>

Comparable Corpus 3 (Nepali)
[FATaTReh: AqTell ¢feteh afer

T HITAER, 3¢ A3 wEC, Tuesday, August 16, 2010, Page 3]

<p> FH>UAR HT HHAGT FAIRTISR - § FEAT AT INSATR AT Teh BT

g AT Eigd TR I gl HUH & | HeIHBH HgogaldN dc 2o fhiA
<IeT AT M3 AT FARNY HER A1 T gt |, gt |, oA1fey T aArfcredr at
gl HURT T | ATRGAGE IANeHT Yo THAT Yool §LAT AT |, 3eTehl 9 auim
R GG A |, & N A WS Ay T AR aNtar Aifder W A1 o
| ATRTUSRT TN &Y AT HAGIhTel 15Tl IETdTT AT ATQUR & | TN AT I
°icl AT 3T & STH of §ATUR 913 & | 8cIRT of S of °91ér af gcar

NF SfBes | g T §@d &R AT 919 a1 A3 T | </p>

<p> FERE 91T ST Y IRAR AT BRY YATAeS AT T Pl of Gl

AT 3T GoIdaldm AT INTH & | Tfad TRIRAR & 1T WahT THTA<,

fagreT X A1 FAReT 9fs 30 AfY & T It & | FE T vAEG
B ATATHS ITEAT Eh AHTH TAAT of IdUH Sl |« FHAT Rag«T
37GEAT s AHTHT of AT of of TN FHl §cAT IN JEAT ST@es ~ | 36
9 e gATTee ARAE Wl BT | 30 FE TAT 3T AR & ey A
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3UOR AIRUT T |« 3wl dad IRIGHr BT |, AR FoArddr AT o
AT |, « 3ol AAS dIad T ey~ | TS &8 §of TFH HHATTeq olls
IRAR T @ f RS of gaw | “AfT g8 Fof IfS g AT &, 99

T Sell gl Wgﬁw ,” RSAPHEE o AT | FHIER
ereapR IR IIRARe Ader ga™Y | T R M3 of AHGR gt
AT UTET ATUHT AT | IMETE] FohITah! WIS BAR of Selgs &1 @il
N AT | SIfgR s1c Srar3er HAS Her STarh A gfs T T gar

HeATSR AT 9TUerT fAT | erdAredr I 37 @ ATSToleh T3ET hlaT AT

AfeTT AT o1 oAt AN &7 3l Aot AT Afewdhr R | </p>

<p> FART o geaAT IR TeHeT Tg i oS @ IR AT | g1 9f
AT UREAR & TR Foied Soiehl © | UHTTochT a1y FAN HRd Pl AFAS

AT 1A TS Hel &lo] FATT T AT HRRA Bef | FARX &I ST BRI
HISATS! &1 VIS Hcleh TS I HEThTell 5Tl IHEAA AT GECHACH
IIRNT =AY | "ear ufes M3 o THAT © | AT JUT STIdiiolel diiel

TR SR Tol | M3 T STATY THGATYT AATHS [Feare T s & |
TR UHTAG I Gloll HSTGhH! IeTHHTT BT WAl HEAETST Yarehl foToell
Te HRITIT T Y et I A of 9av | ¢ ¥ AT Aol
IRIGHT B, 3oTel T | </p>

Output of the program as a parallel corpus 3:

S.N. English Sentence Nepali Sentence

1 Four, including two kids, of the same | grsgaut &Y Feca FIRgIfaT -

family were brutally murdered at
HEAT AT JISANR AT Teh BT HT G3

matena  village of  Bhimdutta

62




Municipality - 9 in Kanchanpur

district Sunday night.

ATdToTeh Afgd IRl 5T HUH S |

The wife, daughter-in-law, grandson
and granddaughter of Karbir Nath, a
local, were found murdered in their
home located ten kilometers from

Mahendranagar.

HEIHARH HgogadR dlc to forfA

TeT HEAT I3 AT TATHIT AR 12T
I Teall , SeRT, A T ATfdelr hr
&IT TR & |

Among those killed are Karbir’s 50
year-old wife Harya Nath, 25 year-old
daughter-in-law Dhanadevi Nath, six
year-old grandson Ravi Nath and four

year-old granddaughter Renuka Nath.

HRAEE AR 9o Fufar gealt
§WT A1y, 3ohl 9 auiar et
eAredY AT, & aity anfer A A T
IR AT AT YegehT AT B |

The bodies of all the four slain family
members have been kept at Mahakali

Zonal Hospital.

ATRTHT T T AT AGTHISN 35T

3IEIdT AT TTWTH S |

All four have rope marks around their

necks.

Y AT Y °GIET AT ST &l ST o
TATUR O3 G |

It seems they were strangled to death

by the murderer using rope.

ECIRT of 3RT of °1ET SRT §cAT IRAT
e o |

Karbir’s son Dharmananda Nath is
missing, prompting suspicion that he
Killed the four.

FIART U AT & IRAR AT BRY

AT AT BN IgehT of TeaT AT

3oTohl TeAdaTdT TRTeRT ITRTH & |

Locals say Dharmananda has been
mentally ill for more than one year,

adding to the suspicion.

Fel INIAT YHTeE F AAGS
AT N AHTH TAHT o

JATTH B |

“The family did not have enmity with

anyone,” a neighbor said, adding, “It
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seems Dharmananda, who was

mentally ill, killed them”.

FHATAT HUH QAT ” Teh AN o
T, HAATHS HGEAT Sleh FHUhHT
o YHTATG of of I BT AT I STedl
CArC e

10

The suspect was with the family
members until 10 pm Sunday, the

neighbor said.

U &8 §o 9FA UHATeg oS
IRAR I W of FSHT of v |

11

The murder must have taken place

after everybody had gone to sleep.

« TS ST Fof TS gcaT HUH &, T

AN AN

AT oIl §cIT IR gl HFS , 7

9

SRISHPHEE Hec, fAT |

12

The villagers learnt about the incident
only in the morning after they forced
their way into the house when nobody

from inside responded to their calls.

SIfeY a1 Srem3er Hder HEr JAAH
AfGT afes {7 10T gaT TeAean Umer

qTueRT fAT |

13

DhanaDevi and her kids were found in
one room while mother-in-law Harya

Nath was found in another.

YTeAIedl T 3IhT g3 alaTelsh T3CT
laT AT AfeTar AT 81 3h I
& 375hf htoT AT AfeTat fs |

14

The neighbors informed Brahma Dev

Police Post about the incident.

AP o gl IR sgHcd T8l
T oIS W) INHT FAT |

15

Dharmananda’s father Karbir works in
Mumbai, India, while elder-brother is
in the Armed Police Force (APF).

HTeTeeehT ST IR HRC i HFeS

T HTH TSl A &lo] FATT Tl AT

R O |

16

Post-mortem of the four bodies were
done at Mahakali Zonal Hospital after
Karbir’s

eldest son arrived from

Kathmandu.

FER P ST ORT FIGHAE! dTC
3T Fcleh Tl T HThTAT 3T
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ITATT AT NECATEH ITIRTHT Ay

17

The police have been searching for
absconding Dharmananda while the
whole village is living in terror with
Baijanath  Siddhanath ~ Secondary
School shut-down after the incident.

TG Rl ST AN HR T HFes

T IH IS 1 &) HATT TEd AT

HRRT & |

Table A.2: Aligned Parallel Sentences in Comparable Corpus 3

Here, in this corpus following measures are found:

Total No. of Sentences in Source Corpus 17
Total No. of sentences in Target Corpus 30
No. of aligned sentences 17
No. of correctly aligned sentences 16
Correct alignments present in the Corpora 17
Precision 0.941176
Recall 0.941176
F-measure 0.941176
35

Number of aligned sentences

30

25

% No. of aligned sentences

Corpus 3 Sentence Alignments

B No. of correctly aligned
sentences

B Correct alighments present in
the Corpora

Figure A.2: - Sentence alignment
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Comparable Corpus 4 (English) [3; 19]
<p> This book is on the table. This is a book. | have to go to hospital. We read in
class five. Boys are going to school. A boy is going to school. A boy is sitting on the
table. A boy is singing a song. This is a good song. She is a good girl. I go to school.
Boys are playing on the ground. A girl is sitting on the ground. She reads book. | am a
teacher. A teacher teaches this lesson. This school has a good ground. This song is
very popular. He teaches in the school. My country is Nepal. He has a book. He is

popular. This lesson is on this book. </p>

Comparable Corpus 4 (Nepali) [3; 19]
<p> AT fohelld ¢l AT & | A T AV Gl Ho1 F3t fove el | A wser

fohcTa &1 | & HIcAUS! AT SEF | T el 9rT AT 9GB! | Hesw

faeaTerg e ol | U3er el faearey §iie & | U3er &hel eqdl A
IfERgdr & | T3er et M M3E T | AT T3 AT M @ | Fol T3er
Wﬁgﬁlﬁﬁtw\mo—g|&w¢|5«ﬂ1¢ﬁ@?§mlmﬁﬂ’k

AT SRR © | Fell fohae ggfeet | Hmfﬂ%g‘f | #S fohdld dgs
Alg THT PG | U3eT a7 A uT6 9er3a | a1 Aegrey §91 & IR &
| IY fd N g=ad & | 3 AT AT T3S | AR &2 91T &7 | 3 FaT

R © | 3 9&d © | A 916 At fohde &1 & | </p>

Output of the program as a parallel corpus 4:

S.N. English Sentence Nepali Sentence
This book is on the table. q’rﬁm-raé'ﬂ?yrmim

2 This is a book. A fFdAE ST AT S |

3 | have to go to hospital. QY fohdra é—g;rm S |

4 We read in class five. ETHY eIl 9T AT 9GS |
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5 Boys are going to school. Felg® faearery S, oo |
6 A boy is going to school. T3eT el RIS & |
7 A boy is sitting on the table. 3T el el AT TREH S |
8 A boy is singing a song. TIT el MT M3 T |
9 This is a good song. Jr w3er AT T ar |
10 She is a good girl. 3T U3ET AT hel & |
gl

11 | go to school. qwﬁma@ |
12 Boys are playing on the ground. FCIE® TR AT W, B |
13 | Agirlis sitting on the ground. U3eT hel T ATIRARF S |
14 | She reads book. Foil e Ta i |
15 | I|am ateacher. A 3T et g |

S
16 A teacher teaches this lesson. T3eT fAeTsh I 9IS YB3 e |
17 This school has a good ground. I g g o T Il @ |
18 This song is very popular. AT N ITETTS |
19 He teaches in the school. F [T T AT 9SI3E |
20 | My country is Nepal. AV A AITT &7 |
21 He has a book. FEIARAE S |
22 He is popular. FHIAFAET S |
23 This lesson is on this book. WIS A FATATS |

Table A.3: Aligned Parallel Sentences in Comparable Corpus 4

Here, the following measures are found:

Total No. of Sentences in Source Corpus 23
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Total No. of sentences in Target Corpus 25

No. of aligned sentences 23
No. of correctly aligned sentences 19
Correct alignments present in the Corpora 22
Precision 0.826087
Recall 0.863636
F-measure 0.844444

35

30

% No. of aligned sentences

B No. of correctly aligned
sentences

H Correct alignments
presentin the Corpora

Number of aligned sentences

Corpus 4 Sentence Alignment

Figure A.3: - Sentence alignment in Comparable Corpus 4

Comparable Corpus 5 (English)
[Social Studies — Grade 9, Readmore Publishers and distributors,
Second Edition-2066 B.S., page no. 17]
<p> The basic facilities, means, resources and services available for the economic and
social development are called infrastructures of development. Apart from the means
and resources, a stable government and well developed infrastructures is required for
the development of a country. People living in a community should be provided
certain facilities and services. There is a great importance of the basic facilities and
services in the economic and social development of a country. Such facilities and
services are available in developed countries. Whereas, people are well educated and

they unite together to bring about development in their countries. </p>
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<p> Nepal is a mountainous country. Geographically, there are different kinds of
landscapes ranging from high mountains (Himalayas), hills, valleys, inner plains and
the Terai in Nepal. There are many rivers flowing down from the Himalayas. These
rivers and rivulets are not only sources of drinking water, but they can be used to
operate water-mills, small-scale hydroelectric projects, irrigation canals, etc. The
undulating landscapes and varying elevations of our country are in fact nature’s
resources. It is important for us to utilize these means and resources properly for our

economic and social development. </p>

Comparable Corpus 5 (Nepali)

[ETATTSTh 37ETTeT - HaTT R, ThRD: AUl TR, A& HAearold, IIoTsha
e o, AAITSHY, $FAqY - 068 UST o.2Y]

<p> FHeleh I T TUT AATSTR [dhrd T ATFT 3T TRIS TR

Tar giaurers fasra &1 qaur #faes | dor fawma & o Jify g

T T A1 1 HTARFS fahrd &1 qaur | S#ATT qur safeads a6

R THR &I @IS 9T | FHAGT AT T AfATGE 1 A AT
ferfareT T FaT T FAUTEE 3Telets IRTSTH g 9CE | HeJh I IHH U
ArATfSreR fashrer o1 @1feT 3MUREd T AT JAUEE H gl Aped §o |

faspfaa Are® AT AT ITURHT HaT T FAUEE 3Tl oo, &l

FAPEE AT ATfe® AT geoet T 3 ST IF S AT dAEeo |

</p>
<p>#UTeT Teh UETSI Heleh &1 | SUTel 1 $-ERTcAl gof 8 ¥l 3ccl Tk Tgehl

3og fgAddass ¢f@ forwe gfeior AT §AYe A | U8Er 817, 39T
e W T | TG AT a1 RS G9o 3UHT A48E oef | A F&
BIIM-GEIT o T gTE &g A3 Aol 3qersey gegohr A FEY arely

U IRY BI3S13 AT UlAEg , F-HeAT STATIEYc] ISt | [Hwmg @l ol
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afel SATSURT Bel | ETHET S AT HTAGHT HEXAS o WTehicieh alGTel deiehl
© | oo Fgualer 7 greilens drfod 9o ifafies Sieslidd & grar ©
| BT of Y UThicieh AT AT AU oS G AT oAT3e] IaTh © |

</p>

Output of the program as a parallel corpus 5:

S.N.

English Sentence

Nepali Sentence

The basic facilities, means, resources

and services available for the

economic and social development are

called infrastructures of development.

A H R Tur wAMGH
fapra &1 \fFEd 3ucsy IRIEA
IR a1 glaerens fasra 1
a1 |

Apart from the means and resources, a
stable government and well developed
infrastructures is required for the

development of a country.

&er e v enfay AnfY feguerT @
T g & JfdRed {9 &1
qEtaR |, fAATOT quT Srieade e

TEUT TR &Y 3T dT IeH |

People living in a community should
be provided certain facilities and

services.

FHCH AT §&1 AAHES $T o1
e frfde #1 dar T glawues
3eIsY IRTSUH §e] TS |

There is a great importance of the
basic facilities and services in the
economic and social development of a

country.

qAgdh H R Tur @AfSs
faehra T ST 3MURS qar T2
GIAUTEE 1 gell Hecd o |

Such facilities and services are

available in developed countries.

e ad el HT cIEA 3'1|§-]|13:|¢\(_-|

dar T GAURE 3Iqcis ol
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CIET HJhg® AT Afaes fAferd
groel T M JX I8 P AT

CIECEEE
6 Whereas, people are well educated | il Foeres AT cIedT TR
o I | o
and they unite together to bring about
development in their countries. Hal T UGS ST S
CIET HJhg® AT AfAges fAferd
groel T M SeX I FE AT
CIECEEE
7 Nepal is a mountainous country. ST9TeT Ueh UgTaY Feld &l |
99
8 Geographically, there are different | dqrer 1 s7-eRTaer 8f &6 3T 3caX
kinds of landscapes ranging from high
mountains (Himalayas), hills, valleys, feiR % o Te S
inner plains and the Terai in Nepal. Zfeyor AT gAY AT |, Uger &7,
3T IS gt Bl |
9 There are many rivers flowing down | y=f RaTery e RS 9sak MU
from the Himalayas.
ACTEE B |
10 | These rivers and rivulets are not only | ofy &7y | Siam-oer o a1eT & oS
sources of drinking water, but they
can be used to operate water-mills, © oE S H e
small-scale hydroelectric projects, | =it &r -\q-gq-qﬁw NI 3313 AT
irrigation canals, etc.
AATEE | F-HTeAT STATIEGT AT
, FH=Tg 1 ol Uit AT T B |
11 | The undulating landscapes and | zry &er #AT 3algEY HERTAT o

varying elevations of our country are

in fact nature’s resources.

T fdeh aRETe T © |
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It is important for us to utilize these
means and resources properly for our

economic and social development.

At G, BIT-B o AT AT TS
ﬁsﬁmﬁmg?ﬁrwi‘rmﬁ
Ul @ HGUANET IR B3T3 AT

UTATeE , J-AT FTATTEGT AT

, T&Tg Y el afel SeATgTenr o |

Table A.4: Aligned Parallel Sentences in Comparable Corpus 5

Here, in this corpus we found following measures:

Total No. of Sentences in Source Corpus 12
Total No. of sentences in Target Corpus 12
No. of aligned sentences 12
No. of correctly aligned sentences 11
Correct alignments present in the Corpora 12
Precision 0.916667
Recall 0.916667
F-measure 0.916667
35

Number of aligned sentences

30

25

20

% No. of aligned sentences

M No. of correctly aligned

15 12 12

Corpus 5 Sentence Alignment

sentences

B Correct alignments present in
the Corpora

Fig: - Sentence alignment in Comparable Corpus 5

72




Appendix B: Code for Implementation

Source Code to make Dictionary/to read Dictionary

public static String makeDictionary(String arg) throws Exception
{
int count = 0;
String test[] = arg.split(" ");
ArrayList<Integer> list = new ArrayList<Integer>();
for(int j=0; j<test.length; j++)
{
count = 0;
Scanner in = new Scanner(new File("D:\\thesis\\dictionary\\dicEng.txt"));
while(in.hasNext())
{
String s = in.next();
if(s.equalsignoreCase(test[j]))

{
list.add(count);

¥

count++;

¥

in.close();

}

String nep ="";

for(int i=0; i<list.size(); i++)

{
count = 0;
Charset chl = Charset.forName("UTF-8");
FileInputStream ncorpusl = new

FileInputStream("D:\\thesis\\dictionary\\dicNep.txt");

InputStreamReader irnl = new InputStreamReader(ncorpusl,chl);
BufferedReader nrl = new BufferedReader(irnl);

while(true)
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String str = nrl.readLine();
if(count == list.get(i))
{
nep =nep +str+"";
break;

ky

count++;

¥

nrl.close();

¥

return nep;

}H/method makeDictionary ends here

Source code to make paralale corpora

public static void makeParallelSentences() throws Exception
{

int countPoint = 0;
[[for wrtintg in neplai file
Charset chl = Charset.forName("UTF-8");
FileOutputStream ncorpusl = new

FileOutputStream("D:\\thesis\\dictionary\\paraleINep.txt");
OutputStreamWriter irnl = new OutputStreamWriter(ncorpusl,chl);
BufferedWriter nrl = new BufferedWriter(irnl);

[[for writing in english file
PrintStream out = new PrintStream(new
File("D:\\thesis\\dictionary\\paralelEng.txt"));

for(int i=0; i<strEngFinalParaArr.length; i++)
{

int n = countLine(strEngFinalParaArr[i]);

String engLine[] = new String[n];
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int m = countLine(strNepFinalParaArr[i]);
String nepLine[] = new String[m];

int index = 0;
String s = """
/ltokenize the english sentecnes from ith paragraph
for(int j=0; j<strEngFinalParaArr[i].length(); j++)
{
s = s + String.valueOf(strEngFinalParaArr[i].charAt(j));
if(strEngFinalParaArr[i].charAt(j) ==""
{
engLine[index] =s;
index ++;

S — llll;

}
index =0;
s=""
/ltokenize the nepali sentecnes from ith paragraph
for(int j=0; j<strNepFinalParaArr[i].length(); j++)
{
s = s + String.valueOf(strNepFinalParaArr[i].charAt(j));

if(strNepFinalParaArr[i].charAt(j) =="1")

{
nepLine[index] =s;
index ++;

S — nn

}
FileOutputStream("D:\\thesis\\dictionary\\paraleINep.txt");

int termFrequency = 0;
int max = 0;

String ansNep = "";
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String hee ="";
for(int j=0; j<engLine.length; j++)
{
max = 0;
out.printin(engLine[j]);
out.printin();
String eq = makeDictionary(engLine[j].substring(0, engLine[j].length()-2));
String nepArr[] = eq.split(" ");
for(int k=0; k<nepLine.length; k++)
{
String nepLineArr[] = nepLine[k].split(" ");
for(int i1=0; il<nepArr.length; il++)
{
for(int j1=0; ji<nepLineArr.length; j1++)
{

if(nepArr[il].equalslignoreCase(nepLineArr[j1]))
{
termFrequency = termFrequency + 1,

break;//continue;

¥

if(max < termFrequency)

{
/ISystem.out.printIn(*max = "+max);
max = termFrequency;
ansNep = nepLine[k];
hee = hee + ansNep + "™:" + max + "\n";
/l termFrequency = 0;

}

termFrequency = 0O;

}
/Iwrite the ansNep to parlaleINep file
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nrl.write(ansNep);

nrl.newLine();

System.out.printin();
¥

nrl.close();
out.close();
System.out.printin();

Source code for parsing file

String nepText = ";
Charset chl = Charset.forName("UTF-8");
FilelnputStream ncorpusl = new FilelnputStream(*D:\\thesis\\comparable
corpora\\NepaliCorpora.txt™);
InputStreamReader irnl = new InputStreamReader(ncorpusl,chl);
BufferedReader nrl = new BufferedReader(irnl);

while(true)
{
String str = nrl.readLine();
if(str == null)
break;
nepText = nepText +str;
}
nrl.close();

String strNepArr[] = nepText.split("<p>");

/Iput all final paragraphs
strNepFinalParaArr = new String[strNepArr.length - 1];
int count = 0;
for(int i=1; i<strNepArr.length; i++)
{
int n = strNepArr[i].length();
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strNepFinalParaArr[count] = strNepArr[i].substring(0,n-5);

count++;

/Iread englsih corpus

Scanner fileEnglnput = new Scanner(new File("D:\\thesis\\comparable corpora\\
EnglishCorpora.txt"));

String strEng ="";

while(fileEnglInput.hasNext())

{
strEng = strEng + fileEnglnput.nextLine();

¥
fileEnglInput.close();

System.out.printIin("Englsih string is "+ strEng);
String strEngArr[] = strEng.split("<p>");

strEngFinalParaArr = new String[strEngArr.length-1];
count = 0;
for(int i=1; i<strEngArr.length; i++)
{
strEngFinalParaArr[count] = strEngArr[i];

count++;
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