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Abstract

Wireless communication has become a very imporanlt rapidly evolving technology. It
allows users to transmit data from one remote logab another remote locations or fixed
location. Quality of Service (QoS) is the key factim be considered for its better

performance.

In this dissertation QoS in the Wireless Local Aietwork (WLAN) has been analyzed.
One of the medium access mechanisms of IEEE 80&1he Enhanced Distributed Channel
Access (EDCA) which has been studied. EDCA has Imdhree parameters, Contention
Window (CW), Transmission Opportunity (TXOP) and bAration Inter-Frame Space
(AIFS), which are responsible for maintaining theSQ It has been analyzed that these
parameters are assigned with the static value wiidgdneases significantly the throughput

performance and increases the collision rate Speltyf at high load condition

In this dissertation TXOP limit has been studiedi@tail. The constant value of this TXOP
limit has been replaced by its dynamic value byirrgldne of the user defined functions in
its medium Access Control (MAC) file. The dynamialve has been adjusted according to

the applications used on that specific environment.

The whole performance of the WLAN has been analyirethe popular simulator called
Network Simulator (NS-2). The data from the simoitadire tabulated and compared in the

graphs.
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Chapter 1
INTRODUCTION

1.1 Wireless Communication

Wireless communication is one of the fastest grgwiechnologies in the field of
communication. The demand for connecting devicethout use of cable is increasing
everywhere. Mobility, portability, and instant asse (via the Internet) to unlimited
information have become the need of businessesiratidduals in day to day life. The
impact of this technology on our lives will be trendous and allow us to do things we never
imagined. Wireless LANs can be found on collegéicef residential buildings and, in many
public areas. It provides a wide range of flextgiio mobile users that cannot be solved by
traditional Wired LANs. One of the leading wiredggchnologies for LAN is IEEE 802.11.

Lots of research is going on and different improeats on the quality of service of WLANs
are being published day by day. As this technolagy dominating other wired
communication, reliability of the network and itgality of service are the major tasks to be
maintained. This dissertation has also gone thrdogtihe improvement of the quality of
service of WLANs. From the study of different docemis released it has been found that the
parameters which are responsible for maintainiegQoeS in WLANSs are provided with the
constant value. And also these static values daways give the optimum result. At high
load condition it results increased packetloss alst the decreased throughput. For the
completion of this work lots of research has undeegand finally got the significant
improvement on its performance by replacing thestamt value of one of the parameters

with the dynamic value including a function.
1.2 Introduction to | EEE 802.11

IEEE 802.11[1] is the standard for Wireless Locak#® Networks (WLANS) released by
IEEE in 1997, and is the most widely used standamd a days. It controls the two layers i.e.
Physical Layer and MAC, which is a sub layer of @hink Layer of the OSI model. It has
defined three different physical layer specificaidnfra-Red (IR) baseband PHY, Frequency
Hopping Spread Spectrum (FHSS) and Direct Sequ&mpread Spectrum (DSSS). Both
FHSS and DSSS operate at 2.4 GHz and supportingd12aVibps data rates. Due to the



popularity of WLANS, IEEE has also released itseotbtandards such as 802.11a, 802.11b,
802.11g, 802.11e, 802.11i, etc. The details ofdhepics are discussed in the following

chapters.

There are basically two network architectures i2.80 legacies, Basic Service Set (BSS)
and Extended Service Set (ESS). BSS without an $scBmint (AP) is called Independent
Service Set and with an AP is called InfrastructBervice Set. Different BSS connected
through an AP over a distributed system is calletéided Service Set (ESS).

IEEE 802.11 has defined two Medium Access mechaniddCF (Distributed Coordinate
Function) and PCF (Point Coordination Function).FDI€ Contention based medium access
which is based on CSMA/CA mechanism and can be fosduabth infrastructure and Ad-hoc
networks. PCF is Contention free medium accessdbasepolling technique and requires an
AP (Access Point) to control the station while asteg the medium. So, PCF is used only in
Ad-hoc networks. DCF is highly used than the PCF.

DCF can support only the best effort services.twlffic are handled in the same way, there
is no service differentiations mechanism. All thatisns get the access to the medium with
the same priority, whether it is the time sensithaaltimedia or the text file. Thus, DCF

cannot guarantee Quality of Service.

1.3 Introduction of IEEE 802.11e
Though wireless networks are better than wired netevodgarding the ease of installation
cost and flexibility, they suffer from lower bandith, higher delays and higher bit error.

Thus providing QOS over such networks is the chglley and requires additional measures.

IEEE 802.11e [2][3] is the standard released byHE& the QOS enhancement in 802.11
networks. In this standard there is service difigegion mechanism i.e. the high priority
traffic gets better services. To support servi¢edintiation, it assigns different priorities for
each data traffic. Furthermore, four different AsxeCategories (AC) queues are used with

different priority.



IEEE 802.11e has also defined two medium accesshanexns: EDCF (Enhanced
Distributed Coordination Function) and HCF (Hybf@bordination Function). The EDCF
manages the medium access in the contention petidd the HCF is responsible for both
the Contention Free Period (CFP) and the Contefftariod (CP).

1.4 Organization of the Dissertation

The first chapter of this dissertation gives thefbintroduction to new technology wireless
communication. This is followed by the brief intradion of wireless Local Area Networks
and spreads the concept of IEEE 802.11 and IEEEL&62

The second chapter presents the problem statensmisalso the objective of this

dissertation. This chapter also contains the liteeareview related to this dissertation.

The third chapter details about the IEEE 802.1Ivadts with all its standards. Different

wireless network architecture and all its mediureas mechanism are also presented.

Chapter four introduces about the Quality of Servi€QoS) in networks. This chapter
explains on detail of QoS with its mechanism andital parameters. At the end of this
chapter, limitation of IEEE 802.11 is also discusse

Chapter five gives the detail about IEEE802.11e i;idccess mechanics EDCA and HCF.
This chapter also explains about the priority oplagation and its QoS. Different EDCA
parameters such as AFSN, TXOP limit and CW windosvadso explained.

Chapter six contains the implementation and theltred this dissertation work. For the
implementation purpose, a topology file is desigaed run in the network simulator. The
output obtained from the implementations is talmdatAlso results comparing the default

values with the improved ones are shown.

The last chapter concludes the research workstt ebntains the recommendations for the
future work for better improvement of QoS of the XANL



Chapter 2

BACKGROUND AND PROBLEM FORMULATION

2.1 Background

IEEE 802.11 wireless LAN (WLAN) [1] is gaining ifopularity and is being largely used all
over the world. Due to its many characteristics lisimplicity, flexibility and low cost
Wireless technology plays a major role in the rgeteration wireless communication. This
technology provides ubiquitous communication anagngoting environment in offices,
hospitals, campuses, factories, airports etc. Noslays, people demand for wireless high
speed data communication like VolP, Multimedia Caminations, High Definition
Television (HDTV) even when they are moving arouhne areas. To fulfill these demands,
multimedia applications require some quality ofvgmr (QoS) support. To provide these
qualities of services, different functions of mediaccess control (MAC) layer and variable

physical (PHY) layer characteristics are used.

Lots of research has been going on to provide dtebQoS support in 802.11. IEEE 802.11
Working Group is currently focusing on enhancemen©oS support which is known as
802.11e. IEEE 802.11e is in its standardizatiorcgse and its final draft has been released.
IEEE 802.11e has defined two medium access mechamigich are basically the improved
version of DCF and PCF. The basic MAC (Medium Asc€sntrol) mechanism of 802.11
known as Distributed Coordination Function (DCF)oessed on distributed channel access
and employs CSMA/CA (Carrier Sense Multiple Accesxllision Avoidance) protocol for
the medium access. Another access mechanism iskised Point Coordination Function
(PCF) which requires the AP as a point coordingdB®€). Today most of the wireless
installations use DCF, whereas PCF is hardly impletied because of its complexity in
design and inefficiency in access mechanism. TholjfE 802.11 has become more
popular, widely deployed and cost effective, itkado provide quality of service (QoS)
support. Here, different applications demand d#iféerQoS guarantees, for example Voice
over IP, or audio/video conferencing and Interredéghony require specified bandwidth,
delay and jitter, but can tolerate some losses @dsetext data can tolerate some delay but no
packet loss. Here, all types of data traffic aeatied equally in both DCF and PCF, regardless

of the QoS requirements of the traffic. Henceaimot provide quality of service support. As



different applications require different traffic expfication, some mechanisms must be
provided for service differentiation to give highmrority data traffic a better service. Due to
these problems 802.11 MAC mechanisms face a bidldim adaptation of multimedia data

transmission in wireless.

IEEE 802.11 task group has been working to progudality of service, which is known as
IEEE 802.11e. It provides a distributed access @@sm to support Quality of Service by
introducing service differentiation. Here, diffetdypes of traffic are assigned with different
priorities based on their requirements and serdifierentiation is introduced by using a

different set of medium access parameters for paohty.
2.2 Problem Definition

Though wireless networks have many advantages wowed networks in the ease of
installation and flexibility, there is more chanckservice degradation i.e., low bandwidth,
higher packet loss, etc. due to different facttks Weather, noise and other environmental

factors. So, maintaining the QoS is more challeggin

This dissertation focuses on the analysis of Qo®ienlEEE 802.11 networks. The detail of
the implementation of QoS in IEEE 802.11e networklt be presented. It includes the
definition of various medium access mechanism&&H 802.11 networks. Different EDCA
parameters like Contention Window (min and max)F&land TXOP limits are being
studied.

The main problem of EDCA is the static reset ofteation window and TXOP limit which
decreases significantly the throughput performamgkincreases the collision rate especially
at high load condition. This dissertation would gest the better approach for resetting these
static values as dynamic. Just making these paessnéynamic would not solve the network
problem. It results better in some aspect, letstisebughput and again degrades in another
aspect. To overcome this problem, an applicatiomirenment [10] would be defined.
Analyzing the traffic on that specified environmetite EDCA parameters would be set

accordingly. The popular network simulator NS2 vebloé used to analyze the parameters.



2.3 Objective

The main objective of this dissertation is to sty analyze the performance of WLAN.
For this, a network environment is defined i.emoge village school. Different traffic load
occurring on this environment is analyzed. To pilevibetter network performance, different
EDCA parameters would be studied and examined.pEn®rmance of the network in terms
of throughput, latency and packet loss would beenkesl and compared with the default
network environment. Using NS2 simulator, perforogrof wireless LAN would be

evaluated on the basis of EDCA parameters.
2.4 Literature Review

Wireless technologies are becoming need of eveoplpeof anywhere. There has been a lot
of research going on in this field. The demand Vdreless data services and multimedia
application has grown. To provide better servicentet the growing demand, there has been
a lot of research in the field of QOS. In this gatta brief summary of current work in this

field is presented.

Lamia Romdhani, Qiang Ni, and Thierry Turletti,20pH, review the one of the main
problem of EDCF i.e. static reset of the ContentdAndow(CW) which decreases
significantly the throughput performance and insemathe collision rate specially at high
load condition. They proposed the formula to resiie Contention Window (CW) for each
traffic class. They became able to increase meditiimation ratio and decrease the collision

rate.

Mohammad Malli, Qiang Ni, Thierry Turletti, ChaBiarakat[5], review the limitations of
IEEE 802.11e Enhanced DCF (EDCF) and other enhakb®@ schemes that have been
proposed to support QoS for 802.11 adhoc netwditksn they describe a new scheme called
"adaptive fair EDCF'that extends EDCF, by increasing the contentiondain when the
channel is busy, and by using an adaptive fastdsiakechanism when the channel is idle.
Their scheme improves the quality of multimedialejation and also increases the overall

throughput obtained both in medium and high loaksa

Anni Mtinlauri, 2008,[6] analyzed the txoplimit wads. He proposed that to improve fairness
while not disturbing high priority traffic, therenguld be use of large TXOP limit values.

First of all lower priority traffic are set to imfite so that low priority queues can send all its



packets when it gains access to the channel. Thdtrehows that infinite TXOP limit
improves fairness when channel is getting congestdsb infinite TXOP limit doesn't

notably weaker high priority traffic performance.

Qiang Ni, lamia Romdhani, Thierry Turletti 2004[8ymmarized a large number of 802.11
QOS enhancement schemes. They made a survey efitvesearch activities and analyzed
the QOS limitations of IEEE 802.11 wireless MAC dayThey described and classified
different QOS enhancement techniques of IEEE 80&iflitheir advantages and drawbacks.
Finally they introduced the upcoming IEEE 802.11@S)nhancement standard.

Nabil Tabbane, Sami Tabane, Ahmed Mehaouna 200%@&sented SEDCF: Seasonal
Enhanced Service Differentiation Methods for fostrey resources to meet the QOS
requirements for real-time services. Their resutivged that SEDCF protocol performs better
than conventional EDCF

Feyza Keceli, Inanc Inan, and Ender Ayanog007[9], presented the unfairness problem
between uplink and downlink flows of any acces&gaties (AC) in 802.11e EDCA, when
the default setting of EDCA parameters are usedyfinoposed the simple analytical model
to calculate EDCA parameter setting to get the hteig fair resource allocation for both
uplink and downlink flows. They also proposed the@e mode-assisted measurement-based
dynamic EDCA parameter adaptation algorithm. Theynsed that their proposed Contention
Window(CW) and Transmission Opportunity limit (TX{PRdaptation at AP provides fair
UDP and TCP access between uplink and downlilokvs of the same AC while

preserving prioritization among ACs.



Chapter 3
|EEE 802.11

3.1 Standards

In 1997, IEEE (Institute of Electrical and ElectimmEngineers) released the 802.11 Wireless
Local Area Network (WLAN) standards [1]. As the masuggests, it belongs to the group of
popular IEEE 802.x standards, e.g., IEEE 802.3 fatteand IEEE 802.5 Token Ring.

7. Application Layer

6. Presentation Layer

5. Session Layer

4. Transport Layer

3. Network Layer Logical Link Control (LLC)

2. Data Link Layer

Medium Access Control (MAC)

1. Physical Layer

Figure 3.1: Seven layers of OSI Reference Modd|. [10

IEEE 802.11 controls Media Access Control (MAC) 4aer and physical (PHY) layer of
the OSI network reference model for Wireless LAMs.large variety of PHY layer
specifications are defined. The legacy IEEE 80&tbkhdard provides three different PHY
definitions: Infra-Red (IR) baseband PHY, both Freocy Hopping Spread Spectrum
(FHSS) and Direct Sequence Spread Spectrum (DS&8atong at 2.4 GHz, all supporting 1
and 2 Mbps data rates.

In 1999, IEEE defined two high rates extension€HEB02.11a[11], based on Orthogonal
Division Frequency Multiplexing (OFDM) in the 5GHmnd with data rates up to 54 Mbps,
and IEEE 802.11b[12], based on the DSSS technolagfe 2.4 GHz band with data rates
up to 11 Mbps. In 2003 IEEE 802.11g [13] was appthut extends the 802.11b PHY layer
to provide data rate as high as 54Mbps in the 2Z{Gdhd.



[ PHY Layer j
- 2.4GHz Fraguency 2.4i5Hz Direct siHz Orthogaonal
Infra-Red (IR} Hopping Spread Sequence Spread Fraguency Spread
Spectam (FHSS) Spactrum ([555) Spectrurm (OFDE
| | :
80211 1R 202,11 FHSS 802,11 DSS5 802.11bHighData | | gp2.11a High Data
1/2Mbps 1/2Mbps 1/2Mbps Rate Extension Rate Extension
55/11Mbps 6071271 BI24/3 6054
| Mbps
802119 Data Rate
Extansion
6191 218/24536/48/
S4Mbps

Figure 3.2: Snapshot of the IEEE 802.11 PHY staixlf 0]

In the MAC layer, the IEEE 802.11e improves the IQuaf Service (QoS) performance of
IEEE 802.11 and IEEE 802.11i enhances the seaumdyauthentication mechanisms

[ MAC Layer ]
[

A 4 A 4
802.11e MAC 802.11i Enhanced
QoS-Enhancemen Security Mechanism

Figure 3.3: Snapshot of the IEEE 802.11 MAC statislft0]

IEEE 802.11e was approved in September 2005 anlispet by IEEE in November 2005
and IEEE 802.11i was released in June 2004.

3.2 Network Architecture

The standard defines two kinds of services i.e Bhsic Service Set (BSS) and the extended
service set (ESS) [14]. A basic service set is n@d&ationary or mobile wireless stations
and an optional central base station known asc¢bess point (AP). The BSS without an AP
is a stand-alone network and cannot send datéhty 8SSs. It is called an Independent BSS



just like ad hoc architecture. In this architecttation can form a network with out the need
of AP; they can locate one another and agree tihd@art of a BSS. A BSS with an AP is
referred as an Infrastructure network. An ESS islenap of two or more BSSs with APs.
When BSSs are connected, the stations within taehr®f one another can communicate
without the use of AP. However, communication betmveévo different BSSs usually occurs

via two APs.

Figure 3.4 Independent BSS and Infrastructure BS§ [24]

IEEE Fd.9
Ak

( . Distribution,System i

Figure 3.5: Architecture of IEEE 802.11 Network4]2
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3.3 Medium Access

The IEEE 802.11 MAC sub-layer introduces two mediagoess coordination functions, the
mandatory Distributed Coordination Function (DCHK)dahe optional Point Coordination
Function (PCF). DCF is based upon the Carrier Sévigtiple Access with Collision
Avoidance (CSMA/CA) protocol which can be implenmeshtin all stations for use within
both ad-hoc and infrastructure network configuratiBCF is based on polling technique, i.e.
nodes are allowed to transmit only when a centograinator gives them permission to
transmit. PCF can only be used in an InfrastrucB®S since it requires an AP as Point
Coordinator (PC).

In 802.11 MAC, station delay transmission until thedium becomes idle and this is carried
out by using varying interframing spacing. Differenterframing spacing creates different
levels of priority for different types of traffidhe different levels of priority facilitate so that
high-priority traffic doesn’t have to wait as loadter the medium has become idle thus gets
earlier chance to access the medium then lowerifyrimaffic. To be interoperable between
different data rates, the interframe space is adfiamount of time, independent of the
transmission speed. Different physical layers, éwmv, can specify different interframe
space times.

Interframe spacing plays a significant role in cboating access to the transmission medium.

In 802.11 there are four different interframe spabéh are described below:

|. Shortest Interframe Space (SIFS): Shortest interframe space is the shortest intedram
it is used for the highest-priority transmissioncls as RTS/CTS frames and positive
acknowledgements. As soon as SIFS time elapsds phigrity transmissions can begin. And

once high-priority transmission start, medium beesrousy.
II. PCF Interframe Space (PIFS): It is also called priority interframe space. Itused by
PCF during contention free operations. Stations$ hlage data to transmit in the contention

free period can transmit after the PIFS elapsedoagnaent any contention based traffic.

[I1. DCF Interframe Space (DIFS): It is minimum medium idle time for contention based

services. Station has to wait for DCF interfranmeetito get access to the medium. After that
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it may have immediate access to the medium oncendtbum is free for a period more than
DIFS period.

V. Extended Interframe Space (EIFS): Extended interframe space is not fixed interval. It
is used only when there is an error frame transamsdt is not used to control access onto

the radio link

« DOFS
< PIFS Contention Windoy
Busy ses | | T T T Frame transmissic
Backoff Slot: Time >

Other STA buffer )]
and defer frames

Figure 3.6: Interframe Spacing Relationship [25]

3.3.1 Distributed coordinate function

DCF is the basic medium access mechanism of thel80& uses the CSMA/CA access
mechanism. In this mode, a station must sense #wum before sending a packet. If the
medium is found idle for DIFS time period, then ngmission starts otherwise the
transmission is deferred and waits for the medionibé clear. When destination receives
frame it acknowledges by sending back ACK framera8IFS time period. Collision is
avoided by assigning different backoff values facle station contending to access medium
once it is used by other station. Backoff valu¢his random value which is drawn between
the Contention Window (CW).

DIES

>
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> Date
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c DIFS
< SIF“; ACK [«

4
A 4
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Receive

Other p DIFS R /777777

Station Contention >

y

A
A 4

Waiting time

Figure 3.7: DCF basic access Mechanism [7], [25]
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Carrier sensing is performed at two stages: PhlydtdY) carrier sensing at the air interface
and virtual carrier sensing at the MAC layer via tNetwork Allocation Vector (NAV).
Physical Carrier Sensing function is provided byd$ttal Layer and depends on the medium
and modulation used. It is difficult and expensioebuild physical carrier sensing hardware
for RF-based media, because transceivers can titaasoh receive simultaneously only if
they incorporate expensive electronics. Virtualri@éarSensing is provided by the Network
Allocation Vector (NAV). The NAV is a timer held byach STA, indicating the amount of
time the medium will be busy. When a STA sendsta ftame, a RequestToSend (RTS) or a
ClearToSend (CTS) control frame, it uses the domafiield in the MAC header to reserve the
medium for a certain time period. All STAs locatiedthe same BSA update their NAVs
according to the duration field. When the NAV isnfeero, the virtual carrying function
indicates that the medium is busy. When it reactex®, the function indicates that the

medium is idle.

Physical carrier sensing cannot provide all theesgary information for solving hidden node
problem. Hidden terminals are STAs out of reacleath other but yet within range of a
common receiver. As illustrated in fig below two A&T(STA 1 and STA 3) can be within

range of a common receiver (STA 2) but not in rapoigeach other. If STAL sends a frame to
STA2, STA3 may not detect channel activity becatise out of range of STAL1 and may

initiate a transmission, which results in a catiisat STA2.

Apea reachable by 5TAZ

Apea reachable by STA T

Figure 3.8: Hidden node problem [10]

The RTS/CTS mechanism is used to avoid hidden poolelem. In this mechanism sender
and receiver exchange RTS and CTS control framegebiprming handshake mechanism.
The source sends a short RTS frame before thefrdae. Then the receiver answers with a
CTS frame after a Short InterFrame Space (SIFSgwsiiences all the STAs within range of
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the receiver. Afterward, the source can send ita di@ame. With this scheme all STAs
hearing a RTS, a CTS or a data frame can updaie N#/s and will not start their
transmission before their NAVs reaches zero. THismm of a short RTS or CTS frame is
less severe than a collision of a large data fraskess time has elapsed when the collision is
detected. The RTS/CTS handshake exchange candtesnefprove the performance of DCF
considerably. For small data frames, the overhagdied by the transmission of RTS and
CTS frames becomes relatively large and the RTS/Rarishake exchange is not desirable
any longer. Therefore, the RTS/CTS exchange wilinigated only for packets larger than
RTS threshold.

SIFS
DIFS RTS «— data
Senaer >
SIFS SIFS
. «—» CTS <«——» ACK
Receiver >
DIFS
NAV (RTS) < >
NAV >
NAV (CTS)
Access to medium deferred Contention
window

Figure 3.9: Frame exchange sequence with basic&ITSmechanism [7], [25]

Frame fragmentation: Higher-level packets and some large frames mayrdmgrfented to
minimize the Bit Error Rate (BER) or to improve trediability in presence of interference.
An uncorrectable error in a larger frame leads tbigher waste of transmission time as
compared to an error in a smaller frame. Fragmiemtas controlled by the Fragmentation
Threshold parameter in MAC. Packets larger tharyfemtation Threshold are broken up
into several fragments and sent in a fragmentationst. Each fragment is transmitted and
acknowledgement is received in return and then anlyther transmission starts. Once the

station reserves the medium, it can send multiphgrents of the frame i.e., in each
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fragment burst period multiple fragments can badnaitted which are separated by SIFS as

shown in the following figure.

DIFS
< Fragment Burst
N g .’PIFS‘
SIFS / 7 /
Fragment O Fragment 1 Fragment 2
9 SIFY SIFS g SIFS SIFS 9 SIFS
Source Backoff
ACK ACK ACK
Destination

Figure 3.10: Frame Fragmentation [25]

3.3.2 Paint Coordination Function (PCF)

The PCF can only be used in an infrastructure-baségork because it requires an access
point (AP). Usually the Point Coordinator (PC) nstalled on this AP. The PC manages the
access to the medium in the CFP by polling statiariee CFP, as the first part of a
superframe, is being started periodically by a bedcame sent by the PC after a PIFS-idle
medium. Therefore the CFP may be delayed due tm@ frame sent in the end of the CP.
Because the PCF was developed on top of the DCstadibns have to set their NAV in the
beginning of the CFP to the CFPMaxDuration valu#eAsending a beacon frame the PC
has to wait at least SIFS before it can send agral data frame (or both piggybacked). The
PC polls all stations sequentially in the CFP. Algmbstation is allowed to answer with a data
ACK frame after SIFS to the PC or to any otheriastain the network. If a polled station
does not answer, the PC polls the next one afte® Af neither the PC nor the stations have
frames to send, the CFP ends with a CFP-end framehws sent by the PC. All receiving
stations reset their NAV and the CP begins. IfRI@F is used for the transmission of time-
bounded data the PC should support a pollingHgery station listed there should be polled
at least once per CFP. Stations are able to redquesa place in the polling list with
association management frames. Due to its complastwell as its overhead the PCF is

implemented but mostly not used in current instB{/éL ANS.
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Chapter 4

QUALITY OF SERVICE (QOS)

There is no formal definition on Quality of servide the field of packet switched networks
and computer networking, QoS informally refershe probability of packets succeeding in
passing between two points in the network. It messsthe the reliability and consistency of a
network. There are number of parameters used teumed)OS such as bandwidth delay,
jitter, packetloss etc.

4.1 QoS Parameters.

4.1.1 Bandwidth

Bandwidth refers to the amount of data that catrdoesfer during a given period of time. It is
often measured with respect to throughput, whicthésdata transfer rate, measured as the
number of bits transmitted per second. Greateb#rewidth, lager the application receives
data packets and vice versa. Several other terensisd for bandwidth such as data rate,
transmission rate, bit rate and capacity. Somei@jins are bandwidth sensitive which
requires data transfer at constant rate, suchagpign in the absence of bandwidth results in
undesirable delays and data loss. For examplejmadta applications, internet telephony
(VolP) and videoconferencing require dedicated kadith. On the other hand some
applications like email, file sharing, web and amtmessaging does not require bandwidth
constraints but require delivery guarantee. To ieatel the bandwidth problem one simply
solution is increasing the link capacity to accordate all applications and user, with some
extra bandwidth to spare. Though this solution immpse, but increasing bandwidth is
expensive and takes time to implement. Also, tleeetechnological limitations in upgrading
the existing system. One another solution can assdling the traffic into QoS classes and
prioritize traffic according to its importance. Twoice and video traffic should get higher

priority where as background and best effort teafivill get remaining bandwidth.
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4.1.2 Delay

Delay refers to the unpredictability longer time feackets to reach the destination due to
unavailability of network resources. End to endaglat the total delay from the time packet
is generated at the sender side to the time #dsived by receiver. It contains all types of

delay such as Processing delay, Queuing delayglRation delay and Propagation delay.

|. Processing delay: The time a networking devices take the packet figoat interface and
puts into the output queue of the output interfadee processing delay depends upon CPU

speed, CPU utilization etc.

II. Queuing delay: The time a packet resides in the output queuerdeafas transmitted.
Queuing delay depends upon number of packetsp$igach packet in the queue, bandwidth

of the interface and the queuing mechanism.

[11. Serialization delay: The time to place frames on the physical mediuntrémsport.

IV. Propagation delay: The time to travel packets on the physical mediterface.
Propagation delay depends upon the velocity of ggapon of the signal across the

transmission media.

4.1.3 Packetloss:

Loss of packet is caused by collision of packetd emngestion in the link. Lost of packets

result in speech dropouts or a stutter effect. Misthe multimedia applications are loss

tolerant but are sensitive to bandwidth and delas;. they require strict bandwidth and delay
guarantees but can tolerate certain amount ofldasas. Jerks in videos and drop out voices
are cause of data loss which reduces the voiceided quality. The effects of such losses on
the quality and the amount of tolerable losses ww@pgon the application and technology

used for coding. Whereas data oriented applicateush as email, file transfer, instant

messaging, web documents can tolerate delay foe somount but require reliable transfer of

data
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4.1.4 Jitter:

Jitter is variation of delay. Jitter becomes sigaift in constant bit rate multimedia data
transmission. Jitter is difference in the end td dalay values of two voice or video packets.
For such data transmission, decoder applicatiothatreceiver application is used which
decode the received data according to the bitirateas encoded at the sender station. Here,
high variation in delay results problems in decggiso, most of the multimedia applications
use buffer to store the received data before dagodihe mechanism to control the frames in
buffer is controlled according to the maximum expdditter and the bit rate of the data it

was sent.

4.2 QoS M echanism
The Internet Engineering Task Force (IETF) has m#efi two different frameworks,
Integrated Services (IntServ) [15] and Differer@cServices (DiffServ) [16], to support QoS

for the traffic over Internet.
4.2.1 Integrated Service (IntServ)

IntServ can provide very high QoS to IP packetsseBsally, applications signal to the
network that they will require special QoS for aripe of time and that bandwidth is
reserved. With IntServ, packet delivery is guaradteHowever, the use of IntServ can

severely limit the scalability of a network.

Some applications, such as high-resolution videquire consistent, dedicated bandwidth to
provide sufficient quality for viewers. IntServ wastroduced to guarantee predictable
network behavior for these applications. Becaus8erv reserves bandwidth throughout a
network, no other traffic can use the reserved Wadtth. Bandwidth that is unused, but

reserved, is wasted.

IntServ is similar to a concept known as “hard Q&%th hard QoS, traffic characteristics
such as bandwidth, delay, and packet-loss rateguaenteed end to end. This guarantee
ensures both predictable and guaranteed servietsl&r mission-critical applications. There
will be no impact on traffic when guarantees aredenaregardless of additional network
traffic. Hard QoS is accomplished by negotiatingeafic QoS requirements upon

establishment of a connection and by using Call &dimn Controls (CACs) to ensure that

18



no new traffic will violate the guarantee. Such rgueees require an end-to-end QoS
approach with both complexity and scalability liatibns. Large network environments that
contain heavy traffic loads will be extremely clkaljed to track QoS guarantees for
hundreds of thousands of signaled flows. Using dntSs like having a private courier

airplane or truck dedicated to the delivery of yauaffic. This model ensures quality and

delivery, is expensive, and is not scalable.

IntServ is a multiple-service model that can accadate multiple QoS requirements.
IntServ inherits the connection-oriented approacmf telephony network design. Every
individual communication must explicitly specifysittraffic descriptor and requested

resources to the network.

In the IntServ model, the application requests ecifig kind of service from the network

before sending data. The application informs thevoek of its traffic profile and requests a
particular kind of service that can encompass #@sdwidth and delay requirements. The
application is expected to send data only aftgets a confirmation from the network. The

application is also expected to send data thatigsn its described traffic profile.
4.2.2 Differentiated Service (DiffServ)

DiffServ provides the greatest scalability and ity in implementing QoS in a network.
Network devices recognize traffic classes and p®wifferent levels of QoS to different

traffic classes.

The Internet was designed for best-effort, no-gutae delivery of packets. This behavior is
still predominant on the Internet today. If QoS igies are not implemented, traffic is
forwarded using the Best-Effort model. All netwgrickets are treated exactly the same an
emergency voice message is treated exactly likggitaldphotograph attached to an e-mail.
Without the implementation of QoS, the network aanell the difference between packets
and, as a result, cannot treat packets prefergnti@hen a letter is posted in standard postal
mail, it uses a Best-Effort model. The letter vio# treated exactly the same as every other
letter; it will get there when it gets there. Witie Best-Effort model, the letter may actually
never arrive and, unless it has a separate ndaidicarrangement with the letter recipient, It

may never know if the letter does not arrive.
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DiffServ was designed to overcome the limitatiohsntServ models. DiffServ can provide
an “almost guaranteed” QoS, while still being ceffective and scalable. DiffServ is similar
to a concept known as “soft QoS.” With soft QoS ,SQuechanisms are used without prior
signaling. In addition, QoS characteristics (barttlviand delay, for example), are managed
on a hop-by-hop basis by policies that are estaddisndependently at each intermediate
device in the network. The soft QoS approach iscooisidered an end-to-end QoS strategy
because end-to-end guarantees cannot be enforoseevidr, soft QoS is a more scalable
approach to implementing QoS than hard QoS, becasmsy (hundreds or potentially
thousands) of applications can be mapped into d setaof classes upon which similar sets
of QoS behaviors are implemented. Although QoS mesms in this approach are enforced
and applied on a hop-by-hop basis, uniformly amgyglobal meaning to each traffic class
provides both flexibility and scalability. With D8erv, network traffic is divided into classes
based on business requirements. Each of the cleaseben be assigned a different level of
service. As the packets traverse a network, eatheohetwork devices identifies the packet
class and services the packet according to thas.cla this model packet can choose many
levels of service. For example, voice traffic frd® Phones is usually given preferential
treatment over all other application traffic. E-inaigenerally given Best-Effort service. And

non business traffic can either be given very gaovice or blocked entirely.
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Chapter 5

|EEE 802.11e

There has been agreement that the legacy IEEE BO2AC does not meet the QoS
requirements in the future advanced multimediaiaegfbns well. This is because DCF does
not support QoS. All the data traffic is transndtten a first come first serve, best-effort
basis. There is no differentiation between datawvdloto support traffic with QoS
requirements. All stations in the basic service (B8S) contend for the wireless medium
with the same priority. This causes asymmetricughput between uplink and downlink, as
the AP has the same priority as other stationsatiit much higher throughput requirement.
When the number of stations in a BSS increasegtigability of collisions becomes higher
and results in frequent retransmissions, whichlt®@sno QoS decreases as well as overall
throughput in the BSS.

In order to support QoS in the legacy IEEE 802.1AQVIIEEE is working on new standard
called IEEE 802.11e. In this standard, there isoaipion for service differentiation so that
higher priority traffic gets better services. Toppart service differentiation, it assigns
different priorities for each data traffic. Furtheare, four different Access Categories (AC)
gueues are used with different priority. Accesshi® medium is then granted based on the

priority of the data by mapping the data trafficsfmecific Access Category.

In IEEE 802.11e, the AP and STA that provides Qesises are referred to as QAP (QoS
Access Point) and QSTA (QoS Station) respectivahd the BSS they are operating in is
called QBSS (QoS Basic Service Set). IEEE 802.atteduces a new coordination function,
called Hybrid Coordination Function (HCF), to prdei QoS support employing prioritized

medium access.

5.1 HCF (Hybrid Coordination Function)

Hybrid Coordination Function (HCF) is a new meclsamito provide service differentiation
to the different traffic This new coordination function is backwardly coniplat with the

legacy DCF and PCF. HCF has two concurrent modegpefation: a contention access,
called Enhanced Distributed Channel Access (EDOH)@nd a controlled access called
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HCF Controlled Channel Access (HCCA)[19]. EDCA aes only in the CP while HCCA

can operate in the CFP and in the CP as well.

HCF

I
v v

EDCA HCCA

Figure 5.1: Hybrid Coordination Function

In HCF four access categories (AC) queues are wsaddition to eight traffic stream (TS)
gueues at MAC layer. When a data frame arrives ACNhayer, it is marked with a traffic
priority identifier (TID) according to the QoS raggment, whose value ranges from 0 to 15.
The frames having TID 0 to 7 are mapped into faaeas categories using EDCF access rule
whereas frames with TID 8 to 15 are mapped intditeigaffic streams(TS) queues using
HCF controlled channel access rule. AC is usedippart strict prioritized QoS while TS is

used to support parameterized QoS.

5.2 EDCA (Enhanced Distributed Channel Access)

EDCA provides differentiated, distributed accessh® medium using different priorities for
different types of data traffic. The detailed dgstoton of the components and operations of

EDCA are as follows:

5.2.1 Access Categories (ACs)

Four Access Categories (ACs) are defined in EDQAlitferent types of data traffic. Service
differentiation is introduced such that for each,A&Cdifferent set of parameters are used to
contend for the medium. These parameters are eeféor as EDCA parameters. Here, data
frames from different application profiles are magpnto different ACs in MAC depending
on its QoS requirements. The four Access Categaniesnamed AC_BK, AC_BE, AC_VI
AND AC_VO, for background, best effort, video andice data traffic respectively. Here,
AC_BK has the lowest priority and AC_VO has highpsbrity. So, each frame from the
higher layer arrives at the MAC layer along witpréority. This priority value is called User
Priority (UP) and is assigned according to its mervequirement. There are eight different

priorities values ranging from 0 to 7.
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Priority User Priority (UP) Access Category (AC)Designation

Lowest 1 AC_BK Background
2 AC_BK Background
0 AC_BE Best Effort
3 AC_BE Best Effort
4 AC_VI Video
5 AC_VI Video
6 AC_VO Voice
Highest 7 AC_VO Voice

Table 5.1: User Priority (UP) to Access CategorZjAnappings [17]

5.2.2 EDCAF (Enhanced Distributed Channel Access Function)

EDCAF is an enhanced version of DCF, which conteiodsghe medium as in DCF i. e,
CSMA/CA mechanism. The EDCF [17] is designed fa tlontention based prioritized QoS
support. Here, each QoS enhanced station (QSTA¥h@seues called Access Categories
(AC) to support 8 user priorities (UPs) as defimedEEE 802.1D [20]. Since, there are 8
user priorities [18] and only 4 priority queues,rsore than one UPs are mapped to the same
AC queue as shown in table 5.1. This is becausallyseight different applications do not
transmit frames simultaneously, and using less Al@»m Ups reduces the MAC layer

overheads. Here, each AC queue acts as an indepdD@€ station and uses its own backoff

parameters.
802.11€e: up to 8 User Priorities (Ups) per QSTA
| 8 Ups mapping to 4 Access Categories (ACs) |
ACO AC 1 AC 2 AC 3

Backoff Backoff Backoff Backoff
(AIFSNO) (AIFSN1) (AIFSNZ) (AIFSN?,)
(CWminO0) (CWmin1) (CWmin2) (CWmin3)
(CWmax0) (CwWmax1) (CWmax2) (CWmax3)

] ] 1 [

| Scheduler (resolvesvirtual collisions by granting TXOP to highest priority) |

U

Transmission Attempt

Fig 5.2: Enhanced Distributed Coordinated Func{eCF) [7], [25]
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In EDCF, two methods are introduced to supportisersifferentiation; the fist one is to use

different InterFrame Space (IFS) sizes for différA@&s. Second one is allocating different
CW sizes for different ACs. High priority AC is ags less CW size so that it gets

opportunity to use the medium earlier. If two orrmagtations have backoff counter zero at
the same time, a scheduler inside the stationawitid the virtual collision by granting the

EDCF-TXOP to the highest priority AC. And other laihg AC will double its CW and

starts backoff as if external collision has happene

Immediate access to AIFS(AC—P ! ngwler ! !
medium when medium is idig- alFs(ac)—p Priority AC backoft

for more than AIFS[AQ] |
4—DIFS— I I I I I
€ PIFS Medium Priority AC backoff
| |
< T T
<A”:S(A;C Busy mediurr SIFE F:ighl Priority AL Next frame Time
Defer access Contention
T Window

Figure 5.3: EDCA channel access prioritization

5.2.2.1 EDCA parameters:

Following are the parameters associated to AccassgGry (AC) which are used for EDCF
contention.
* AIFS — Time period the medium has to be idle befbestransmission start.
* CWmin, CWmax — Minimum and maximum size of ContentiwWindow used for
backoff.
 TXOP Limit — The maximum time, during which two stas can use the medium

after they have acquired it.

EDCA parameters are specified different for différAccess Categories. As shown in figure
5.3, the higher priority AC has to wait less time.,i AISF time period than lower priority
before accessing the medium. Also, the size of &€uditn window varies for different ACs, i.
e. size of contention window is small for higheiopty traffic while larger for lower priority
traffic since backoff values are drawn from thisiemtion window. On the other hand TXOP
limit also varies; it is larger for higher priorigp that it can use the medium for longer period
of time and shorter for lower priority traffic. Bummary we can say that for higher priority
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ACs, AIFS and contention window will be small whileXOP will be larger. Since, the
EDCA parameters are AC specific, so they are referas AIFS [AC], CWmin [AC],
CWmax [AC] and TXOP limit [AC]. Thus, the main diifence between DCF and EDCF is
EDCF uses AC specific parameters AIFS [AC], CWmAC], CWmax [AC] instead of only
one DIFS, CWmin and CWmax.

QAP is scheduled to advertise the EDCA parameterdgically. QAP determines these
parameters dynamically by considering the presemvaerk condition. Following are the
EDCA parameters i. e. AIFS, CW and TXOP, used éovise differentiation:

TXOP Limit
AC CWmin CWmax AIFSN
FHSS DSSS
AC BK CWmin CWmax 7 0 0
AC_BE CWmin CWmax 3 0 0
AC VI | (CWmin+1)/2 -1 CWmin 2 6.016ms 3.008ms
AC VO | (CWmin+1)/4 — 1 (CWmin+1)/2 - 1 2 3.264mg 1.504ms

Table 5.2: Default EDCA parameter values

i. AIFS (Arbitration Inter-Frame Space): It is the time the medium should be idle before
acquiring the medium or backoff is started. The &[AC] is calculated as
AIFS [AC] = AIFSN [AC] * SlotTime + SIFS

The default values of AIFSN are shown in the abtaide 5.2. AIFSN specifies the number
of slot time plus SIFS time period. The minimumueabf AIFSN is 2 as the DIFS is equal to
2 * SlotTime + SIFS, it shows that the minimum léngf AIFS is equal to DIFS. But in the
case of HCCA, the minimum value of AIFSN is 1 a% 3lotTime + SIFS equals to PIFS.
AIFSN value is directly proportional to delay. $ugher priority traffic is assign low AIFSN
value that is 2 as shown in above table so thdtemigriority traffic will get larger share of
bandwidth. Though higher priority data are giveeference, low priority may suffer from
longer delays but since, these low priority dawaelay tolerable, certain amount of delay do

not degrade the performance beyond the accep&eé |

ii. CWmin and CWmax: As in the DCF in EDCF the size of CW is also nobhstant and
varies according to AC. Contention Window (CW) liscadirectly proportional to delay. So,

higher priority traffics (AC) are assigned low valof CW so that it is able to access the
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medium ahead of lower priority traffic (AC). If twA&Cs try to access the medium at the same
time then internal collision will occur. In thatsmthe scheduler inside the QSTA selects
higher priority AC to access the medium and otlwavelr priority traffic enter a backoff
process with doubling the CW[AC] size as in casexiérnal collision.

FHSS DSSS
CWmin 15 31
CWnmax 1023 1023

Table 5.3: Contention window parameters for diffenghysical layers

The CWmin and CWmax values of AC_BK and AC_BE ams as in the legacy 802.11
DCF, but priority is given to AC_BE over AC_BK bgsgning it AIFSN value 3 which is
less than AIFSN 7 of AC_BK. The values of AC_VI a&h@ VO are different and smaller as
one half or quarter compare to lower priority ACHis is to provide smaller backoff values
for higher priority ACs and thereby shorter mediantess delays. Here, one drawback of
smaller contention window value is that, there renprobability that two or more ACs get
same random backoff value leading to an interndlismn. To minimize this internal
collisions CWmax value is set such that it is alsvegss than CWmin of lower priority traffic
ACs. So, even though there is collision and CW asibded, its value never exceeds the
CWmin of the lower priority traffic thus it avoidsverlapping values facilitating to get
different CW value. So, it is confirmed that higlpeiority traffic ACs get greater share of the
bandwidth even in the congested network conditidowever, this may lead the lower

priority ACs to starvation.

The transmissions is said to be failed or collis®said to occur when two or more ACs or
STA tries to access the medium at a same timee&ch collision, the value of Contention
Window is doubled by following equation:

CWmin = 2"* (CWmin +1) -1,

where m is the maximum backoff stage.

CW = 2 * (CWmin + 1) — 1, if O<i<m,
and CW = CWmax, if m<=i,
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where, i is the number of unsuccessful attempteeOnreaches CWmayx, its value remains

constant i. e. CWmax, after first successful transion its value will be reset to CWmin.

iii. TXOP limit: Transmission Opportunity limit is the maximum tigheération during which
multiple packets can be exchanged between twoostatacquiring the medium without
interferences of other stations. The multiple p&ladso include ACKs frames, RTS/CTS
frames which are separated by SIFS within the TX@iod.

AIFS[AC] + AIFS[AC] +
Backoff Post Backoff
SIFS SIFS SIFS
/ / / QoS Data (AC) [¢—» ACK [«—{ QoS Data(AC) [ «—»| ACK / / / /
< EDCA TXOP Limit »
>=0 time gayj

Figure 5.4: Contention Free Bursting (CFB) [17]

The maximum value of TXOP is called TXOP Limit amds determined by QoS AP. The
default value of TXOP is shown in the above tablke Bhe zero value of TXOP for AC_BK
and AC_BE indicates that CFB is disabled and omlg frame can be exchanged during
TXOP. If RTS/CTS is enabled then RTS/CTS framelss ancluded in the transmission. If
the time to transfer first frame exceeds TXOP Lithien the frame should be fragmented.
But the TXOP Limit value of AC_VO and AC_VI are 82 ms and 6.016 ms in FHSS
respectively, so, these AC can transmit multiplerfes in TXOP Limit duration provided
that the frames belong to the same AC. This peisokinown as contention free bursting
period. In this period the frames are separate&IBys time period. The multiple frames of
same AC are only allowed to transfer for whom th&P was obtained during this time. If
RTS/CTS mechanism is employ in CFB, then the RT® @nS frames are exchanged only
once during the first time, and later frames camgfer with the gap of SIFS till the TXOP
Limit. In the above table, the default values ofAP limits for the low priority ACs,
AC_BK and AC_BE are set to zero indicating that CBRlisabled. But for high priority
AC_VO and AC_VI, the CFB allows to access the medior large duration this provides
service differentiation for high priority AC. Bulhis may lead lower priority AC suffer from
starvation. When CFB is applied, to let the othatiens aware of it, virtual carrier sensing is
applied such that the duration field in the franeader is set to remaining duration of the
whole TXOP which is transmitted
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5.2.2.2 EDCA operation:

EDCA works similar to DCF, only difference is thathas different AIFS, CWmin, CWmax
and TXOP Limit for different ACs. When the mediumsensed free for AIFS time period,
ACs draws a random backoff value from contentiondsiv interval. This backoff value is
decreamented at each slot time and once its valghes zero, it can start the transmission

acquiring the medium.

Considering the following figure, here all the foACs have frames to transmit so are

contending for the medium.

Cw= Cw= Cw= Cw=
7 7 7 7
Datd Dat3 Dat3
AC_V|AIFS AIFS 44450 AIFS AIFS 3|2| g AIFS 42{ BO|AIFS[]BO
Cw=1 cw=1
5 5
RN—Q RNA—-1N

AC_V[AIFS 4|3|BO AIFS HoDatr AIFS 9|Bo AIFS 6|5|4|—3| BO|AIFS 2H BO|AIFS ODatE

Cw=3 Cw=3
1 1
RMN-17 RM-22

AC_B[ AIFS HQHBO AIFS 7|6| AIFS [BO] AIFS 5|4|3|2HBO AIFS cDatC AIFS|[BO

Figure 5.5: EDCA access mechanism [24]

From the table 5.2, the AIFSN values of AC_VO ard A/ are 2 and that of AC_BE and
AC_BK are 3 and 7 respectively. So, AC_BE and AC_Ii<e to wait for some additional
slot time to access the medium. As high priority A& smaller minimum and maximum
contention window limits, it gets smaller backofélwes and so has to wait less time
contending the medium. Here, the highest prioriy gets access to the medium and other
ACs pause their backoff timer until the mediumdieifor AIFS time period. Thus at a certain
time, lower priority AC has smaller backoff valuden higher priority AC chooses a new
backoff value for every next frame. Lower prio&i&Cs just decrement its paused backoff
value. This helps to avoid starvation of low pripACs. In this way higher priority ACs gets
larger share of the bandwidth transmitting the #amore frequently then low priority ACs.

In the above figure it is clearly seen that AC_\&ha 3 frames, AC_VI send 2 frames, and
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AC_BE send 1 frame. While AC_BK which is the lowesibrity AC could not send single
frame till that time since it has to sense the medio be idle for longest AIFS time period.
Actually, it is unable to decrement its backoffu@because another AC acquires the medium
before its AIFS is finished.

When two of more ACs tries to access the medium same time then collision is said to
occur. This happens when backoff timer of two orenACs decrement to zero at a same
time. Such collision is called internal collisiomo handle such situation, the internal
scheduler selects the highest priority ACs and tgaaoness to the medium, while other ACs
doubles its CW and draws new backoff value afterrttedium becomes idle for AIFS time

period. The situation is shown in the followingifig 5.6.

cw= cw= cw= cw=
7 7 7 7

AC_X AIFS H Dat AIFS ;Hqso AIFS Dat AIFS 3|2| cDat AIFS HBO AIFS [ BO
CWw=15 CWw=15 Cw=15
BO=8 BO=9 BO=0

ac_v[AFS|{dd{Eo[AFS[T] PatgiFs { BO [AFS[{{{{{]EO[AFS iat AIFS P2

N >

cw=31 %ta (E:;\g:ggs
BO=12 Collision

AC_B AIFS HQHBO AIFS 7|4Bo AIFS |Bo| AIFS 5|4|3|2|1|BO AIFS cDat AIFS | BO

Figure 5.6: EDCA access mechanism and internabkamtil [24]

In the above case, the only drawback is low piokiC has to wait for longer time. The case
gets even worse when EDCF for low priority collidasd the backoff value is drawn from
double the last CW size.

When two or more stations tries to access the meditia same time, then the collision is
said to occur. This collision is called externalismn and occurs when backoff value of two
or more STAs countdowns to zero at a same time.réb@very process is somehow similar
to internal collision, only difference is, heretgia is considered instead of particular AC.
Here for external collision, the al the collidin@EAFs increases their contention window to
double and new backoff value is drawn while othatiens starts countdown from their last
value. In the figure below, Two EDCAFs for AC_VOMBAC_VI in two different stations

contends for the medium and their backoff timerntdawns to zero at a same time. Both

29



stations try to access the medium and transfer tega. When no ACK frame is received
then the stations realize that collision has o@xirNow both colliding EDCAFs double their
contention window. Other stations continue decreamgrtheir paused backoff values while
colliding stations start from new backoff.
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CW= CW= Cw=15
7 7 BO=9
BO=5 BO=4
Dat Dat
AC_V|AIFS [{dd09 AIFS | { BO | AIFS | 21 BO [ AIFS [ x AIFS | g BO
Cw=15 CW=15 Extgr_nal
BO=8 Bo=g |CoOllision
Dat
AC VIIAIFS []dd4d BO|AIFS |4 BO[AIFS | AIFS [ BO AfFS )
Cw=31
BO=12
AC_BE AIFS | {{Jd BO [ AIFS AIFS |4 BO| AIFS | BO [[TAIES | BO
q
Station 1
Cw= CW=
7 7
BO=6 BO=4
Data Datq|
AC_V|AIFS [ /4] BO|AIFS |4 AIFS | 4 J BO | AIFS [ ] 8(7 AIFS | g
o) || .
_ Cw=31
CBV(\S‘:ES BO=18
Dét
AC_VI[ AIFS [d1dd44 BO|AIFS [{ BO[AIFS |{ ] BO | AIFS [ AIFS [TBO
Cw=31
BO=12
AC_BE AIFS | {14g BO| AIFS | BO[ AIFS |1BO| AIFS |BO AIFS |BO
- q
Station 2

Figure 5.7: EDCA access mechanism and externasiaul|[24]
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Chapter 6

IMPLEMENTATION AND RESULTS

6.1 Methodology

The popular network simulator ns2 [21] has beend uise the implementation of this
dissertation. Performance of the network is evaldiaind measured in terms of its parameters
such as packetloss, throughput and latency. Téhgeimproved performance of the network
the throughput needs to be increased whereas theti@ss and latency should decrease. The
whole dissertation is carried out to get bettefgrerance of WLANSs. First of all only the
constant value of the transmission opportunitytlisimade dynamic just keeping the general
environment. On general environment network thotigh simulator produce the output as
increased throughput on the other hand it incrédasgacketloss. So just changing the static
value to a dynamic value without considering nekamvironment may give better result in
some respect but again degrades the performanaeather aspect.

To implement 802.11e, four queues have been maedaior different priority data. Each
gueues has different AIFSN][i] value i=0to 3 and thesue that reaches AIFSN value zero
will get the opportunity to transmit the data fir§thus higher priority data gets more
opportunity to transmit than lower one. Even thedo priority data does not have to wait
longer to be transmitted. In this way the qualitgervice is maintained.

The EDCA parameters that are responsible to prayigsity of service are Arbitration Inter-
Frame Space (AIFS), Contention Window (CW) and $naigsion Opportunity (TXOP) limit
which are described in chapter 5.Among these diyTtXOP limit has been considered in
this research.

The topology file contains four applications of atraffic type Constant Bit Rate (CBR). On
this environment the parameter for the TXOP is sty in such a way that if total number of
collision is equal to total packet received them TIXOP limit value remains its default value.
If total number of collision is greater than théatomumber of received packets then the new
TXOP limit becomes the half of the previous TXORiiti value otherwise the new TXOP
limit is increased by two in the previous TXOP lint has been defined in a function and
added to mac_802.11e.cc file which is shown in agpeB.
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In the earlier version of 802.11e the value of $rarssion opportunity is constant which is

described in priority.tcl file in NS2. An examplésuch file is shown in appendix A.

6.2 Simulations

For the implementation of this work, a topologyefihas been defined considering all its
application and their data traffic. According tcetmetwork environment defined in the
topology file values of the TXOP has been adjustechac802_11e.cc file which resides on
the mac/802.11e of ns2. A function named “myTXOR&sn in Appendix B) has been
defined and included in the mac802_11e.cc fileeAttpdating the C++ file, it is compiled
using the make command and all its object filescaeated. When the object files are created
the topology or the tcl file is run on the ns2cieates its output in a trace file (.tr). These
trace file contains the raw data all in the columioam which cannot be easily readable. So
to get the required output in terms of packetltss®ughput and latency perl script has been
used. These perl script files are shown in appe@ixdhe simulation steps are shown in

figure below: TCL File

(Topoloav File)

A

NS2
(Simulato)

y
Trace File

(Outpout File) l

Perl Scripts

A

Throughput
Latency <
Packet Loss

y

xGraph
(Graphical Outot)

Figure 6.1: Showing the simulation steps
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6.3 Results

Simulation of the network performance is carriedN®2 under different scenarios i.e.

changing the no of stations from 10 to 50. Resbitained from simulation while using

default TXOP limit value and the proposed TXOP timalue are listed in the table below

Results on Default TXOP

No. of Stations

Packetloss (%)

Throughput(Byteg/

seatency(Sec.)

10

40.943184370087

(O]

27647.7342529175

0.0903424783¢4

3
20 70.4437400950872 27255.2446632873 0.292602380018
30 80.2940092427206 27201.6483526953 0.299429788038
40 85.3891165659724 26953.5287119350 0.3014900£43%/0
50 88.4134287805240 26703.3108957097 0.306911809850

Table 6.1: Values obtained on simulating under DiefBXOP

Results on Dynamic TXOP

N o. of stations Packetloss (%) Throughput(Bytey/séatency(sec)

10 40.8596451830227 27732.5806960529 0.0886160042¢
20 70.2895446952499 27333.5536358732 0.21455383147
30 80.2259646735278 27209.4452194113 0.22051965 581
40 85.0912586083062 27021.1053610089 0.2248218828~
50 88.2594907426879 26867.1220046256 0.235776338R¢

Table 6.2: Values obtained on simulating under Dyical XOP

The above table shows that the dynamic TXOP linvig better performance than the

default value. The above result can also be shavtine graphical form using Xgraph of NS2

as shown follows:
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6.3.1 Comparison between the packetloss under default and dynamic value

Packetloss in percente

Number of stations

Figure 6.2: Packetloss Comparisons (Number oiostaitVs Packetloss in percentage)

Comparison between the packetloss has been shotlva above graph. When the number of
stations is 10 then the packetloss is about 40%wien it reaches upto 50 station the
packetloss has also increased upto 88%. The alvapb glso shows that when the number of
stations which we want to connect is upto 10 thenget the slight improvement on the

performance, the packetloss percentage has beezaded by about 0.22%. In the same way
the no of stations has been increased and we gdbdtier performance. In average about
0.20% improvement has been achieved simulatingrnthéeDynamic value of TXOP.
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Throughput(Bytes/se()

6.3.2 Comparison between the throughput under default and dynamic values

Number of Stations

Figure 6.3: Throughput Comparison (Number of stegig's Throughput)

Comparison between the number of stations andhiteughput in terms of Bytes/sec has
been shown in the above figure. At fewer numberstafions, higher throughput has been
obtained, as the number of station increases thedghput value has been decreased.

When simulating under 10 stations, about 0.34% awgment has been obtained on
Dynamic TXOP limit value. But while simulating undeés0 stations about 0.61%

improvement has been obtained. In average usingythamic value of TXOP about 0.48%

improvement on the throughput has been obtained.
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Latency(mset.)

6.3.3 Comparison between the latency under default and dynamic values

X xgraph

Number of Stations

Figure 6.3: Latency Comparison (Number of statidad atency)

Comparison between the number of stations anddgteas been shown in the above figure.
It has been shown that as number of stations isetekatency has also been increased. This
graph has also shown that there is exponentiakaser in the latency upto 20 stations but

when the stations increase from 20 the growthtehlay is constant.

Simulating the network on default and dynamic valoé TXOP under different scenario
using different number of stations, it has beemébthat the about 12.5% improvement on

the network performance has been obtained.
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Chapter 7

CONCLUSION AND FUTURE WORK

7.1 Conclusion

The main objective of this dissertation is to impgdhe QoS in IEEE802.11e. One of the
EDCA parameter TXOP limit is analyzed. The defaultthe constant value of the TXOP

limit is replaced by the dynamic value which var@seach transmission. The simulation is
done in NS2 under different network scenarios hgdifferent no of stations ranging from

10 to 50. The result from the simulation shows ttiere is slight improvement in the

network performance. Hence this dissertation caleduthat the dynamic TXOP value

increases the network performance.

7.2 Future Work

Some of the recommendations has been made foefutark. All the applications of same
traffic type CBR have been used. In future différgpplications with different traffic such as
Pareto and Exponential can be used. To get the omireium result, specific environment
should be defined. On that specific environmerfed#int applications with their priority can
be figure out. Performance of the whole network b@sn evaluated in this dissertation but
the performance of each application can be donfature. More complex formula can be
drawn to get better result. In this work, only TX®fit has been changed, on changing the
CW and AIFSN better results might be obtained.

38



References
[1] IEEE Std. 802.11-1999, Part 11: Wireless LAN diden Access Control (MAC) and

Physical Layer (PHY) specifications, Reference nemiSO/IEC 8802-11:1999(E), IEEE
Std. 802.11, 1999 edition, 1999.

[2] IEEE 802.11e/D4.0, Draft Supplement to Part Wireless Medium Access Control
(MAC) and physical layer (PHY) specifications: Mendi Access Control (MAC)
Enhancements for Quality of Service (Qo0S), Noven2Q€r2.

[3] IEEE 802.11e/D13.0, Draft Supplement to Pédrt Wireless LAN Medium  Access
Control(MAC) and Physical Layer(PHY) SpecificatioNedium Access Control (MAC)
Quality of Service (QoS) Enhancement. January 2005.

[4] Lamia Romdhani, Qiang Ni, and Thierry Turletdp02: AEDCF: Enhanced Service
Differentiation for IEEE 802.11 Wireless Ad-Hoc Metrks.

[5] Mohammad Malli, Qiang Ni, Thierry Turletti, Cta Barakat, 2005: Adaptive Fair
Channel Allocation for QoS Enhancement in IEEE 802Vireless LANS.

[6] Anni Mtinlauri, 2008, Fairness and Transmissi@pportunity Limit in IEEE 802.11e
Enhanced Distributed Channel Access.

[7] Qiang Ni, lamia Romdhani, Thierry Turletti, 200A survey of QOS Enhancements for
IEEE 802.11 Wireless LAN.

[8] Nabil Tabbane,Sami Tabane, Ahmed Mehaouna 2@®BDCF.Seasonal Enhanced
Service Differentiation for IEEE 802.11 Wireless ot Networks based on Seasonal

Process.

[9] Feyza Keceli, Inanc Inan, and Ender Ayanogl®20Fairness Provision in the IEEE

802.11e Infrastructure Basic Service Set.

[10] MAXIME MAURY, Realtime Communications over IEEE802.11e in Industrial
Environments(Master’'s Degree Project Stockholm, &me2006-01-20).

39



[11] IEEE Std. 802.11a, Supplement to Part 11:elgss LAN Medium Access Control
(MAC) and Physical Layer (PHY) Specifications: HegtSpeed Physical Layer Extension in
the 5GHz Band. 1999.

[12] IEEE Std. 802.11b, Supplement to Part 11: Wge LAN Medium Access Control
(MAC) and Physical Layer (PHY) Specifications: HegtSpeed Physical Layer Extension in
the 2.4 GHz Band. 1999.

[13] IEEE Std. 802.11g, Supplement to Part 11:8éss LAN Medium Access Control
(MAC) and Physical Layer (PHY) Specifications: Fat Higher-Speed.

[14] Behrouz A Forouzan. Data Communication and weeking: Wireless LANs
Architecture. Fourth Edition 2007.

[15] R. Braden, D. Clark, and S. Shenker. :Integgtatervices in the Internet architecture: An
overview. RFC 1633, June 1994.

[16] S. Blake, D. Black, M. Carlson, E. Davies\Zang, and W. Weiss.: An architecture for
differentiated service. RFC 2475, December 1998.

[17] Sunghyun Choil Javier del Prado2 Sai Shankar Nfarstélangold2 IEEE 802.11e

Contention-Based Channel Access (EDCF) Performeratuation.

[18] Hua Zhu and Imrich Chlamtac: An Analytical Maldfor IEEE 802.11e EDCF

Differential Services.

[19] Ren Ye, 2006: Performance Analyses of HCCAIliRgland Scheduling Schemes in
IEEE802.11e Standard.

[20] Naomi Ramos, Debashis Panigrahi, and Suijit: @@yality of Service Provisioning in
802.11e Networks: Challenges, Approaches, and &@irections.

[21] The network simulator NS2. http://www.isi.edaham/ns.

[22] Matthew Gast2002: 802.11® Wireless Networks: The Definitive Gaii

40



[23] Work In Progress: Quality of Service of IEBH2.11e: Colette Consani: Data Network
Architecture Laboratory.

[24] Rajiv Nakarmi, Study and investigate adaptatiorE&E 802.11e specific parameters in
EDCA (Masters thesis, Tribhuvan University, KirtipiNepal, 2008).

[25]Sven Wietholter, Christian Hoene, Design andifiation of an IEEE802.11e EDCF
Simulation Model in 2.26, Berlin, Nov 2003.

[26]Ye Ge, MS: QoS Provisioning for IEEE802.11 MARrotocols, The Ohio State
University 2004.

41



Appendix A
Priority.tcl Fileused for Default TXOP Limit Value

# 802. 11b paraneters (default EDCA paraneter set), aCWrn n=31,
aCWrax=1023

proc priority { ifg_name } {

upvar $ifq_nane ifq

# paraneters for Queue O

$ifqg Prio 0 PF 2

$ifqg Prio O AIFS 2

$ifqg Prio 0O CWMN 7  # (aCwWn

$ifg Prio 0 CWMAX 15 ; # (aCwni

$ifq Prio O TXOPLimt 0.003264 #def
#paranmeters for Queue 1

$ifqg Prio 1 PF 2

$ifqg Prio 1 AIFS 2

$ifq Prio 1 CWMN 15  # (aCWm

$ifg Prio 1 CWMAX 31 ;# aCWhi n

$ifg Prio 1 TXOPLimt 0.006016
#paranmeters for Queue 2

$ifq Prio 2 PF 2

$ifqg Prio 2 AIFS 3

$ifg Prio 2 CWMN 31 ; # aCWhi n

$ifg Prio 2 CWMAX 1023 ; # aCWrax

$ifq Prio 2 TXOPLimt O #def aul t
#paranmeters for Queue 3

$ifg Prio 3 PF 2

$ifg Prio 3 AIFS 7

$ifqg Prio 3 CWMN 31 ;# aCWhri n

$ifq Prio 3 CWMAX 1023 ; # aCWhax

$ifqg Prio 3 TXCPLimt 0  #default val ue
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Appendix B
Function added in mac802_11e.cc fileto calculate dynamic TXOP

limit value

double Mac802_11e::myTXOP(int i) /li changed hamglimentation of the process
{

double prevtxoplimit;

double nowtxoplimit;

double colcount;

double rec_count;

colcount = col_count]i];
rec_count = recv_count][i];
prevtxoplimit = prevT XOPi];

printf ("Packet received counted %d\n", rec_d@un

if(colcount>0)

{
if(colcount==rec_count)
{
return -1;
}
else if(colcount>rec_count)
{
nowtxoplimit=prevtxoplimit/2;
return nowtxoplimit;
}
else {
nowtxoplimit=prevtxoplimit*2;
return nowtxoplimit;
}
}
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col_count[i] =0; /li changed here:
need to refresh this count
recv_count[i] =0; /li changed here: need to rdfrémss count
prevTXOP[i] = nowtxoplimit; /li changed hememembering current TXOP
limit for later use

return nowtxoplimit;

}
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Appendix C
Perl files (.pl) used for calculating packetloss, throughput and

latency

1. Packetloss.pl
#!/usr/local/bin/perl

if (@ARGV < 2)

{
print "Usage: packetloss.pl <trace file> <cbr/Aup';
exit;

}

$infile = SARGV[O];

$kind = $ARGV[1];

$sum_sent = 0;

$num_dropped = 0;

open (DATA, "<$infile") || die "Can't open Sinfif&";
while (<DATA>) {
$line=$_;
@x = split(* *);
last if ($x[4] =~ /END)/);
$num_sent++ if ($x[0] eq 's' && $x[6] =~ /$kdA);
$num_dropped++ if ($x[0] eq 'D' && $line =~ [ && $x[6] =~ /$kind/);

$dropped_ratio = 100*$num_dropped/$num_sent;
print STDOUT "Percentage of $kind packets thateadnmopped: ${dropped_ratio}%\n";

close DATA;
exit(0);
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2. Throughput.pl
#!/usr/local/bin/perl
if (@ARGV < 3)
{
print "Usage: throughput.pl <trace file> <cbr\tcpnum stations of this kind>\n";
exit;
}
$infile = SARGV[O];
$kind = SARGV/[1];
$num_stations = SARGV|[2];
$header = 20;

$sum = 0;

$clock = 0;

$initial_clock = -1;

$final_clock = -1;

open (DATA, "<$infile") || die "Can't open Sinfi&";

while (<DATA>) {
$line=$_;
@x = split(* *);
if ($initial_clock<0) {
$initial_clock = $x[1];
}
$final_clock = $x[1];
last if ($x[4] =~ /[END/);
if ($x[0] eq 'r' && $line =~ /AGT/ && $x[6]=~Bkind/)
{
$size = $X[7];

$sum = $sum + $size-$header:
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$delta_t = $final_clock - $initial_clock + 0.000D0
$throughput = $sum/$delta_t;

$throughput = $throughput/$num_ stations;

print STDOUT "Average Throughput was: $throughpyt\
close DATA,;

exit(0);

3. Latency.pl
#!/usr/local/bin/perl
#Explanation: The send time is when the packetdgdve Udp (Agent) layer and
#when the channel is busier the time it takeshtdl mac layer decides to transmit
#the packet is longer. (CW is higher at this st&)atency gets longer.
if (@ARGV < 2)
{
print "Usage: latency.pl <trace file> <cbr\\tcp*\n
exit;
}
$infile = SARGV[O];
$kind = SARGV[1];

$sum_latency = 0;
$num_counted = 0;
%packet_hash=();
open (DATA, "<S$infile") || die "Can't open $infilg"
while (<DATA>) {
$line =9 _;
@x = split(" );
$id = $x[5];
last if ($x[4] =~ /END/);
next if ($line !~ /AGT/ || $x[6] !~ /$kind/);
if ($x[0] eq 's")
{
$packet_hash{$id} = $x[1];
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elsif ($x[0] eq 'r")
{
$latency = $x[1] - $packet_hash{$id};
$sum_latency = $sum_latency + $latency;

$num_counted++;

$avg = $sum_latency/$num_counted:;
print STDOUT "Average $kind latency was: $avg\n®;

close DATA;
exit(0);
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