
Tribhuvan University
Institute of Science and Technolog

Scheduling Jobs on a Single Machine to Minimize the Number of
Tardy Jobs with Release Time Constraints

Dissertation

Submitted to

Central Department of Computer Science and Information Technology
Institute of Science and Technology

Tribhuvan University

In Partial fulfillment of the Requirements for the Degree of

Masters of Science in Computer Science and Information Technology

By :

Puja Bhatt
March 2010

Supervisor

Asso. Prof. Dr.Tanka Nath Dhamala



Tribhuvan University

Institute of Science and Technology

Central Department of Computer Science and Information Technology

Date: 10-Mar-2010

Supervisor’s Recommendation

I hereby recommend that the dissertation prepared under my supervision by Ms. Puja Bhatt
entitled “Scheduling Jobs on a Single Machine to Minimize the Number of Tardy Jobs with
Release Time Constraints” be accepted as a partial fulfillment of the requirement for the degree
of M.Sc. in Computer Science and Information Technology, from Tribhuvan University, Nepal.
In my knowledge this is and original work in Computer Science.

Asso Prof. Dr.Tanka Nath Dhamala
Head of the Department
Central Department of Computer Science
and Information Technology,
Tribhuvan University, Nepal
(Supervisor)



Tribhuvan University

Institute of Science and Information Technology

Central Department of Computer Science and Information Technology

Date: 22-Mar-2010

LETTER OF APPROVAL

We certify that we have read this dissertation work and in our opinion it is satisfactory in the
scope and quality as dissertation as the partial fulfillment of the requirement of Master of
Computer Science and Information Technology from Tribhuvan University, Nepal.

Evaluation Committee

Prof. Dr. Jeevan Jyoti Nakarmi Asso. Prof. Dr .Tanka Nath Dhamala
Acting Head of the Department Head of the Department
Central Department of Computer Science Central Department of Computer Science
and Information Technology, and Information Technology,
Tribhuvan University, Nepal Tribhuvan University, Nepal

(Supervisor)

External Examiner Internal Examiner



ACKNOWLEDGEMENT

I would like take this opportunity to express my sincere gratitude to all those who helped me in
achieving this goal. I owe my gratitude to my advisor, Asso. Prof. Dr. Tanka Nath Dhamala for
his thoughtful insights, patience and guidance that has helped and simplified the task of research
and completion of this thesis. He was even ready every time for discussions on my work.

I owe my gratitude and thanks to respected teachers Prof. Dr. Jeevan Jyoti Nakarmi, Prof. Dr.
Shashidhar Ram Joshi, Prof. Dr.Onkar Sharma, Mr. Min Bahadur Khati and all other teachers
for their unwavering support and the knowledge the persuaded during my two year’s study. I
would like to thank all who pursued the goal of completing this thesis and also for their
encouragement and help at various stages of my masters.

I cannot find words to express my loving thanks to my parents, sister, brother, brother- in- law,
for their love, support and inspiration at every step of my success and failure, without which
none of this would have been possible.

Puja Bhatt
CDCSIT, T.U.



ABSTRACT

Scheduling though being a classical problem of computer science, it is still an evolving area of research.
Unfortunately, many scheduling problems having high practical significance belong to the class of NP-
hard, or in simple words, they are not solved exactly by any efficient algorithm on any computer. In this
dissertation certain scheduling problems for the case of single machine is studied. Heuristic algorithm and
branch and bound method is devised for the single machine scheduling problem 1|rj|∑Uj, where jobs
arrive over time, preemption is not allowed, and the objective is to minimize the number of tardy jobs.
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