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ABSTRACT 

Tomato plant is one of the most cultivated plants in Nepal. Large losses due to several 

diseases threaten the cultivation of tomato plant. Most of the diseases of tomato plant 

detected at initial stages as they affects leaves first. In this thesis work, a deep learning based 

approach (combination of convolution neural network and recurrent neural network) is used 

to find disease named early blight, late blight and septoria present in leaf of tomato. 

The dataset contains 4000 images of tomato leaves infected by three diseases. Convolution 

neural network in combination of recurrent neural network are introduced and that leads to 

the direct use of image which avoids conventional image processing techniques. The 

obtained results are applicable; they can be used as a practical tool for farmers to protect 

against disease. Accuracy of these architectures has been calculated by feeding the networks 

with the test data. Lastly, results are compared and analyzed to find out best architecture. 

Small filter size of having filter size 3X3 best accuracy. Thus, this study gives a way to 

design efficient architecture to predict disease present in leaf of tomato plant. 
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