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ABSTRACT

During these years, Multiple Input Multiple Output (MIMO) has become a popular technique in wireless communication. However, despite of advances in electronics, receiver design and battery life, the complexity of MIMO systems still remains an issue which is a limitation over more widespread use of this technology. Hence simplifications in receiver design and improvement in the performance of simple architectures have become a key issue in current MIMO technology research. 

In wireless communication, Multipath fading is constantly limiting and challenging the ability to achieve the full potential of wireless communications. Since the transmitted power is regulated and bandwidth is precious, there’s need for techniques which requires no additional bandwidth and transmitted power. Diversity techniques are very powerful techniques that makes use of two or more copies of a signal and combine those signals to combat multipath fading. 

Among many diversity techniques known, space diversity technique is very popular due to simplicity and bandwidth efficiency. Space diversity can be implemented in both the transmitting end as well as the receiving end. This thesis provides detail explanations of space diversity technique. The emergence of transmit diversity led to the evolution of Multiple Input Multiple Output (MIMO) systems. The decoding section is an indispensable part of MIMO systems. This thesis compares the Block Error Rate (BER) performance of various MIMO decoding schemes like Zero forcing (ZF), Minimum Mean Squared Error (MMSE), Maximum likelihood (ML), Linear Least Square Estimation (LLSE), and ZF-VBLAST by performing various simulations. 

Finally, when there is a presence of strong line of sight (LOS), Rician fading channel is appropriate for modeling the channel. This fact motivated the comparison between the various MIMO decoding schemes under Rayleigh and Rician channel environments in this thesis. 
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1. INTRODUCTION
1.1 Introduction

In the recent years, with the advances in Very Large Scale Integration (VLSI) and Digital Signal Processing (DSP) technologies have enabled the implementation of complex algorithms and coding systems in small devices with low power consumption, as required in the modern mobile communications. Such technical breakthroughs have promoted to the rapid growth of the global market in wireless communication equipment. Furthermore, the demands for higher bandwidth capacity and improved performance of wireless communications are continuously growing day by day. With the advent of applications such as multimedia data transmission (audio and video streaming), online gaming networks, a much higher spectral efficiency is required to provide the services with tolerable quality [1]. 
In wireless channels, ambient noise is one of the major problems which arise due to thermal movement of electrons within the antenna. Propagation losses, another important issue in wireless channel, occur in the form of diffusive losses, caused by the open nature of wireless channels and shadow fading, which results due to the obstruction made by objects such as buildings, walls, trees, hills etc. Multipath, which refers to the phenomenon where multiple copies of a transmitted signal are received at the receiver, this arises due to reflection from various objects which create multiple radio link between the transmitter and the receiver. Interference, is also a significant concern in many wireless channels, it is typically one of two types: multiple-access interference (MAI) and co-channel interference (CCI). Interference arising from other signals in the same network is categorized as multiple access interference whereas co-channel interference refers to interference from signals from different networks, but operating at the same frequency band.

In addition to all these challenges, there is an increasing demand for higher data rates, better quality of service, and higher network capacity. To meet all these needs there is a requirement for new technique that improves the spectral efficiency and increase the reliability of the system side by side. 

The MIMO (Multiple Input Multiple Output) technology promises a cost effective way to provide these capabilities. A MIMO system consists of a wireless communication link with multiple numbers of antenna elements on both the transmitter and receiver side. MIMO technology takes advantage of the multipath scenario by sending a single transmission from the transmitter antenna array to bounce along multiple paths to the receiver. Thus transmitting data on multiple signal paths increases the amount of information transferred within a system. Thus the system will be able to handle more information and at a rate faster than a SISO (Single Input Single Output) scenario with a single path. 
MIMO concepts have been under development since many years for both wireless and wire‐line systems. One of the earliest MIMO‐to‐wireless communications applications came in 1984 with groundbreaking developments by Jack Winters of Bell Laboratories. This pioneered MIMO described ways to send data from multiple users on the same frequency / time channel using multiple antennas at the transmitter and receiver. Since then, several academics and engineers have made significant contributions in the field of MIMO. 

Many WLAN, Wi‐Max, and cellular companies offer (or are planning to offer) MIMO‐based solutions. Existing applications include multiple‐antenna systems, Code Division Multiple Access (CDMA) systems used in 3G cellular systems, and even Digital Subscriber Lines (DSL) with multiple telephone lines experiencing crosstalk.
MIMO was developed in the early 1970s by the researchers at Bell Laboratories. It was thought to be unfeasible during that era because of the high expense occurring in generating the processing power and time necessary to handle the MIMO signals. However today, with so much advancement in technology and cost reductions in signal-processing schemes and with the needs to meet the increasing demands, the researchers are compelled to research and develop MIMO for wireless systems.
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Figure 1 : A generic MIMO communication system model
A general MIMO communication system model is as shown in Figure 1. The input bit streams are coded and modulated to generate symbol streams. This output is launched into the MIMO channel through N transmitting antennas. The signal is received by M receiver antennas and processed by the decoder. 

MIMO is certainly an emerging cost-effective technology that promises significant improvement in capacity. Research conducted worldwide in various institutions reveals that MIMO is the preferred technology for future wireless mobile communication.

However, the promised improvements resulting from the use of MIMO come with a large increase in system complexity. Hence, simplifications in MIMO architecture and improvements for the performance of simple architectures have become key issues in the current researches. Research studies that target simple and efficient MIMO systems are rapidly emerging. The particular areas considered range from the study of efficient transmitter and receiver design, improved coding schemes, antenna design, equalization issues, and networking issues to the realization of MIMO system into practice. 
This thesis primarily focuses on the study and simulation of various processing techniques that can be employed to provide improvements in receiver performance in a fading single-user MIMO wireless communication environment. The performance of various spatial multiplexing detection methods are compared in terms of block-error rate (BER). 
1.2 Objective

This thesis focuses on the study and simulation of MIMO receivers and the performance of various MIMO receivers such as zero forcing, minimum mean squared error, linear least square error and maximum likelihood are compared in terms of block error rate (BER) for the Rayleigh and Rician channel environment with BPSK and QPSK modulation at the input. Some special detection algorithm has been proposed for MIMO system and VBLAST is one of them. Among the various VBLAST algorithms, ZF-VBLAST algorithm has been considered in this thesis. VBLAST algorithm uses iterative method to detect symbols. 

The main objectives of the thesis are:
· To study the MIMO system.
· Simulation of transmit and receive diversity in BPSK modulation with Rayleigh and Rician fading model for the ZF, MMSE, LLSE and ML receiver as proposed in [2] as a basic requirement for the thesis work.
· To use a higher modulation technique, QPSK for bandwidth efficiency than that of BPSK.

· To study MIMO VBLAST receiver.
· To compare the performance of ZF/VBLAST receiver, ZF receiver, MMSE receiver, LLSE receiver and ML receiver under Rayleigh and Rician channel with BPSK and QPSK modulation techniques.
1.3 Scope of Thesis

The scope of the works presented in this thesis focuses on the comparison of the different detection techniques that can be used in the receiver side in terms of Block Error Rate (BER) via simulation in MATLAB. 
Among the various spatial multiplexing detection techniques discussed in the thesis, Maximum Likelihood (ML) detection is the optimal detection technique but the computation complexity grows enormously with an increase in the number of antennas in the system. Zero-Forcing (ZF), Minimum Mean Squared Error (MMSE) and Linear Least Square Estimation (LLSE) are other detection techniques which are sub optimal but are relatively simple being linear detection techniques. 
V-BLAST is another type of detection technique which incorporates an ordering scheme and detects the signal in an iterative manner with linear detection techniques like ZF used at each stage. 
2. LITERATURE REVIEW

2.1 Wireless Communication

Wireless communication is the transfer of information over a distance without using electrical conductors or wire. Wireless Communication is the most rapidly evolving areas in the field of communication today. Recent researches and advances in wireless communication systems have dramatically increased the throughput through wireless channels and also the reliability. Hence wireless communication is most widely used today. The major advantages of wireless communication are seamless mobility, portability and accessibility.  Although wired communication is more stable, reliable and better in terms of performance, it comes with the limitation of being bound to a fixed location.  Therefore, there is always a need to get rid of the fixed wires [3].

Two fundamental aspects of wireless communication that makes the problem challenging and interesting is fading and interference. However, wired line communications are immune to these phenomenons. Fading can be defined as the variation of channel strength over time and frequency. The variation can be divided into two parts, as large scale fading and small scale fading. Large scale fading is due to the path loss of signal as a function of distance and shadowing by large objects such as buildings and hills. This is typically frequency independent. Small scale fading is due to the constructive and destructive interference of multiple signal paths between the transmitter and receiver [4].

Variations in the received signal from various components of the transmitted signal that are propagated over different paths are known as multipath fading. So multipath fading must be handled properly in order to minimize the effect. One solution for minimizing this problem is to increase the transmit power but increasing transmit power is a difficult solution because of various constraints. Very useful solution comes from the concept of diversity.  Diversity is used where two or more inputs at the receiver are used to get uncorrelated signals [9]. Previously in conventional wireless communications, a single antenna is used at both the source and the destination.  Such configuration gives rise to problems due to multipath effects. During the transmission, when the signal is obstructed by hills, buildings etc they are scattered, and thus takes many paths to reach to the destination. The delayed arrival of scattered portions of the signal causes problems such as fading and discontinuous reception. In data transmission system such as wireless internet, data speed is reduced and number of error is increased. The use of two or more antennas at the source and the destination eliminates the trouble caused by multipath wave propagation. In particular, researchers have shown that schemes with multiple antennas on both sides can tremendously enhance the system’s throughput, reliability and coverage, without the necessity of extra power and bandwidth [5].
2.2 Space Time Coding

Space-time coding is a coding technique designed to be used with multiple transmit antennas. Coding is performed in both spatial and temporal domains to introduce correlation between signals transmitted from various antennas at different time periods. The spatial-temporal correlation is used to exploit the MIMO channel fading and minimize transmission errors at the receiver. Space-time coding can achieve transmit diversity and power gain over spatially uncoded systems without sacrificing the bandwidth [6]. There are various approaches in coding structures but the concern in all these schemes is the exploitation of multipath effects in order to achieve high spectral efficiencies and performance gains.

Space time coding (STC) rely on transmitting multiple, redundant replica of the signal to the receiver. Multiple, redundant copies are sent so that, all of them fade simultaneously and only a few of them survives the physical path in a good enough state so that they can be reliably decoded. By the use of multiple transmit antenna, space–time code (STC) dramatically improves the reliability of data transmission in wireless communication systems.
Space–time coding is a communication technique for wireless systems that employs multiple transmitter antennas and a single or multiple receiving antennas. Information theory has been used to demonstrate that multiple antennas have the potential to dramatically increase the achievable data rates. Space–time codes realize these gains by introducing temporal and spatial correlation into the signals transmitted from different antennas. There is, in fact, a diversity gain that results from multiple paths between base station and mobile terminal, and a coding gain that results from how symbols are correlated across transmit antennas. Significant increase in throughput is possible with only two antennas at the base station and one or two antennas at the mobile equipment, with simple receiver structures. The second antenna at the mobile terminal can be used to further increase system capacity through interference suppression [7]. The article provided in [7] provides an overview of space–time coding techniques and the associated signal processing framework for narrowband and broadband wireless communications.

The main objective of space-time codes is to obtain maximum diversity as far as possible. Space-time codes provide a diversity gain equal to the product of the number of transmitter and receiver antennas. An effective and practical way to approach the capacity of multiple-input multiple-output (MIMO) wireless channels is to employ space-time (ST) coding [8].
2.2.1 Space-Time Processing For Wireless Communication

Space time processing refers to the signal processing performed in the spatial and temporal domain on the signals received or transmitted from an antenna array, in order to improve performance of wireless networks [6]. Main problems in the wireless communications such as co-channel interference due to cellular frequency reuse, multipath fading decreases system quality and capacity. By using space-time processing, that is adding more antenna at receiver or transmitter, system performance can be improved. Briefly, space-time (ST) processing can improve network capacity, coverage and quality by reducing co-channel interference (CCI) while enhancing the diversity and array gain.
Using extra space component (more receive or transmit antenna) enables interference cancelation in a way that is not possible with single antenna systems. The desired signal and CCI almost always arrive at the antenna array with distinct and well separated spatial signatures, thus allowing the system to exploit this difference to reduce CCI. Moreover, ST transmit systems can use spatial selectivity to transmit signals to desired mobile device while minimizing interference from other mobiles, i.e., smart antenna systems. Additionally, ST processing in the receiver can be used to increase diversity gain and suppress inter-symbol interference (ISI). In the next topic, wireless channel model will be introduced, to be familiar with the degradation effects of wireless channels.
2.3 The Wireless Channel Model

The propagating radio signals are affected by the physical channel in various ways [6]. A signal propagating through the wireless channel usually arrives at the receiver from different paths, referred as multipath. These paths arise from scattering, reflection and refraction of the signals from surrounding objects. The received signal is much weaker than the transmitted version due to the effects of path-loss, slow fading (long-term fading) and fast fading (short-term fading). Multipath propagation results in the spreading of the signal in different dimensions. These are delay (time) spread, Doppler (or frequency) spread and angle spread. In free space propagation, path- loss can be easily found. Fading can be calculated as multiplication of both short and long term fading components. 
Slow fading can be characterized by a distribution which is affected by antenna heights, operating frequencies and type of environment. One of the most prominent statistical models is Okamura model. Fast fading component has Rayleigh density function if there is no direct path from signaling parts. Rayleigh distribution is as follows,

              
[image: image3.wmf]ï

î

ï

í

ì

<

¥

£

£

÷

÷

ø

ö

ç

ç

è

æ

-

=

)

0

(

0

)

0

(

2

exp

)

(

2

2

2

r

for

r

for

r

r

r

P

Rayleigh

s

s

              

 If there is a presence of direct path, fast fading component will have Rician density function, which is as follows,
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Effects of multipath in small scale fading are detailed in [15].

2.4 Diversity 

Diversity is an efficient method to combat the multipath fading. The key idea behind diversity is to obtain many replicas of transmitted signals at the receiver. It is very difficult to obtain all the replicas of these signals perfectly at the receiver because different replicas fade independently. Thus, the receiver can decode the transmitted signal using these replicas that is received [9]. To obtain diversity, different methods can be adopted in reality, which is discussed below.

2.4.1 Time Diversity 

When different time slots are used for diversity, it is called time diversity. Independent fades can be obtained if two time intervals are separated for more than the coherence time and with this fact different copies of transmitted signal are sent through separated time slot. These phenomena of time diversity can be described as using a repetition code. If signals representing the same information are sent over the same channel at different time slots it is time diversity and it is used in system that suffers from burst errors.
2.4.2 Space Diversity  

The concept of space diversity is that the antenna should be spaced far enough apart so that different received copies of the signal undergo independent fading, so that at least any one of the copy of signal may not suffer from deep fading. In space diversity no additional work is required on the transmission end, and no additional bandwidth or transmission time is required but the physical constraints which are associated with it may limit this application. This feature of space diversity completely differentiates it from frequency diversity and time diversity. The spacing is an important factor in space diversity [4]. Fading is different at different points on the earth surface, so two antennas placed a few wavelengths, apart will have uncorrelated fading and this is the secret of space diversity.
 2.4.3 Pattern Diversity 

In pattern diversity there are of two or more co-located antennas, but these co-located antennas has different radiation patterns. Directive antennas are used in this type of scheme that is usually physically separated by a distance apart. Compared to that of single Omni directional antenna, it can provide higher gain.

 2.4.4 Frequency Diversity

Fading are different at different frequencies so frequency diversity is used. Different carrier frequencies are used to transmit the same signal. To achieve diversity, the carrier frequencies should be separated by more than the coherence bandwidth of the channel. Frequency diversity suffers from bandwidth deficiency because different frequency is used to transmit the replica of a signal. Frequency means bandwidth which is very precious. Also the receiver needs to tune to different carrier frequencies [10].
2.4.5 Polarization Diversity 

The signals may go through multiple reflections, resulting in the change of polarization of transmitted signal due to transmission media. By utilizing two complementary polarizations, this diversity scheme can minimize a system from polarization mismatches. This reduces the signal fading caused by polarization mismatch. 
Polarization diversity has proven valuable for mobile communication at base stations because of the fact that base stations are susceptible to the near random orientations of transmitter antennas. Normally polarization is used in mobile base stations with radiating element separated by 
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2.4.6 Angular Diversity

Angular diversity uses directional antennas to achieve diversity so that the different copies of the transmitted signal are collected from different angular directions. These different signals collected from different angles travels along different paths and all signals will not suffer from deep fading. Unlike multiple antennas, it doesn’t need separate physical locations like using multiple antennas so it is also very good for small devices [10]. An angular diversity radiating system is described for troposphere scatter radio links.
2.5 Modulation

Modulation is the process of encoding information from a source in a manner suitable for transmission. Modulation may be done by varying the amplitude, phase or frequency of a high frequency carrier in accordance with the amplitude of the source message [6]. This section describes the various modulation techniques used in the thesis.

2.5.1 BPSK

BPSK uses two points on the constellation diagram. It lies totally in one axis i.e. x-axis. It has no y-axis projection. The vector flip-flops on x-axis depending on the value of bit [16]. It does not particularly matter exactly where the constellation points are positioned. This modulation is the simplest of all the PSK modulation techniques. It’s drawbacks is that it can only modulate at one bit/symbol and so is inappropriate for the cases where  high data-rate is required and the bandwidth is limited.
In BPSK, the phase of a constant amplitude carrier signal is switched between two values according to two possible signals m1 and m2 corresponding to binary 1 and 0, respectively. If sinusoidal carrier has an amplitude Ac and energy per bit
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It is often convenient to generalize m1 and m2 as binary data signal
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, which takes on one of the two possible shapes of the pulse. Then the transmitted signal may be expressed as 
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From this expression, the constellation diagram can be drawn as shown in the figure below.
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Figure 2 : Constellation diagram of BPSK
From the constellation diagram, it can be seen that the distance between adjacent points in the constellation is
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Where 
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 is the noise spectral density.
2.5.2 QPSK

Quadrature phase shift keying (QPSK) uses four constellation points, and each point is equispaced around a circle as shown in the figure 2.2. Advantage of using four points or four phases, it can encode two bits per symbol. In QPSK, information is conveyed through phase variations, so that in each time period, the phase can change only once. Since there are four possible phases, there are 2 bits of information conveyed within each time slot. 

In QPSK, phase of the carrier takes on one of the four equally spaced values, such as 
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 where each of the value corresponds to a unique pair of message bits. The QPSK signal for this set of symbol states may be define as [16]
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Where Ts is the symbol duration and is equal to twice the bit period.

Using Trigonometric identities
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If basic function 
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 for the QPSK signal set, then four signals in the signals in set can be expressed in terms of the basis signal as
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Based on this representation, QPSK signal can be represented using a 2-D constellation-diagram with four points as show in the figure below.
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Figure 3 : Constellation diagram of QPSK
Distance between adjacent points in QPSK constellation diagram is
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, thus the distance between two neighboring points in the QPSK constellation is equal to
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. Using this in the average probability of bit error in additive white Gaussian noise (AWGN), the average probability of bit error is obtained as
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Similarly the Probability of symbol error rate for QPSK
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Since QPSK is transmitting two bits simultaneously, so in order to achieve same symbol error probability as BPSK, QPSK must use twice the power of that of BPSK.
3. MULTIPLE-INPUT MULTIPLE-OUTPUT COMMUNICATIONS

This chapter presents the necessary background information about Multiple Input Multiple Output (MIMO) systems. The chapter is organized as follows. It begins with an introduction to a typical MIMO model and then describes the diversity exhibited by MIMO. It compares MIMO with single-input multiple-output (SIMO) and multiple input single-output (MISO) systems in terms of diversity, complexity and capacity.

A brief introduction to various relevant spatial multiplexing detection techniques and their comparisons with some simulations will be illustrated in the later part of the chapter.

3.1 Introduction to MIMO

Multiple-input multiple-output (MIMO) architecture has emerged as a popular solution to the continuous quest for increased capacity in modern wireless communication systems. It promises enormous capacity with a marginal increase in cost and complexity. This technology is now poised to penetrate large-scale commercial wireless products and networks such as broadband wireless access systems, wireless local area networks (WLAN), third-generation (3G) networks and beyond [11]. A MIMO system comprises a wireless communication link with multiple antenna elements in both transmitter and receiver as illustrated in figure 4 below.
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Figure 4 : A MIMO Communication System Model
A vector of signals is transmitted from the transmitter antenna array simultaneously and then travels through the wireless channel. These signals are then received at the receiver antenna array which combines the signals in such a way that the quality of the communication in terms of Block Error Rate (BER) and data rate is significantly improved for each user. 

MIMO system is based on a space-time signal processing architecture where time is complemented with space or distance which is obtained from the spatial distribution of antennas in the transmitter as well as the receiver. Space-time processing in MIMO systems basically increases data rate (spatial multiplexing) and link reliability (space-time coding).

An interesting feature of MIMO is that it exploits the multipath scenario, a serious pitfall of wireless transmission communication, to its advantage. MIMO benefits from it by transmitting data on multiple signal paths which increases the amount of information transferred in a system which in turn increases the number of users it can serve. Some of the key advantages of MIMO communication may be identified as follows. Extraordinary high spectral efficiency (from 30-40 bit/s/Hz) and large fade level reduction (10-30 dB) are the prime advantages [12]. Among other benefits that MIMO provides is a reduction in co-channel interference (5-15 dB), a flexible architecture through Digital Signal Processing (DSP) and diversity order, which is two times higher in MIMO than in SIMO.

3.1.1 MIMO System Equation

In a single user MIMO model with N transmit and M receive antennas, the MIMO system equation is given by
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or in a matrix form
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Where H is the channel matrix of size
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received signal vector, s is the 
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transmitted signal vector, and n is an 
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additive white Gaussian noise vector with zero mean and variance
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. The channel matrix H is the factor by which the signal is amplified and is also known as the channel coefficient. The element hij in the channel matrix H represents the complex gain between transmitter antenna j and receiver antenna i. The signal s can be a point from any constellation, but the BPSK signal constellation is used unless stated otherwise. Hence, 
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and all the signals are independent.

3.1.2 Channel Model

The flat fading wireless channels are often categorized under two main groups, via Rayleigh and Rician channels. During the simulation process, both the Rayleigh and Rician cannel has been considered.

The Rayleigh channel is characterized as a channel in which fading occurs due to presence of multiple paths between the transmitter antenna and the receiver antenna, with no distinct dominant Line of Sight path. The importance of Rayleigh fading is that it represents the “worst case" scenario, where there no single or clear path exists between the transmitter and the receiver. It also represents a case that is mathematically predictable. In the MIMO environment, independent Rayleigh channels between pairs of antennas, with each 
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 being a complex Gaussian with zero mean and unit magnitude variances are assumed.
Rician channel is a transmission channel that may have a line-of-sight component and several scattered waves from the multipath components. Rician channel is actually a model for radio propagation anomaly caused by partial cancellation of a radio signal by itself i.e. the signal arrives at the receiver by two different paths (hence exhibiting multipath interference), and at least one of the paths is changing (lengthening or shortening). 
Rician fading occurs when one of the paths, typically a line of sight signal, is much stronger than the others. In Rician fading, the amplitude gain is characterized by a Rician distribution.
3.2 Spatial Multiplexing Detection

As mentioned earlier, MIMO exploits spatial multiplexing techniques in which multiple data streams are transmitted simultaneously and on the same frequency from the transmitter, which may or may not have the channel state information (CSI), using an antenna array. The detection operation at the receiver end of the MIMO link is called Spatial Multiplexing Detection (SMD). SMD is basically an operation in which the received signals are combined to obtain an estimate of the transmitted signal. SMDs are basically classified into two categories i.e. linear detection and non-linear detection.

3.2.1 Linear Detection

Linear detection is simple to implement on the receiver side and has less computational complexity. Thus it reduces the precious processing time in the receiver. However, these receivers have intermediate performance. Some of the common types of Linear Detection techniques are Selection Combining (SC), Equal Gain Combining (EGC), Maximum Ratio Combining (MRC), Zero Forcing (ZF), Linear Least Square Estimation (LLSE) and Minimum Mean Squared Error detection (MMSE). 

Linear detection is a very simple process in which the received signal vector is multiplied with a weight matrix to obtain the estimate of the signal. 
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 denotes the Hermitian transposition. The weight matrix 
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 is chosen at our requirement. The weight matrix varies according to the particular linear detection scheme that has been employed. We should keep in mind to quantize the estimate 
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3.2.1.1 Zero Forcing

Zero Forcing (ZF) is a linear spatial multiplexing detection scheme which is simple and very widely used in the receivers. As the name suggests, this scheme forces the interference to zero. However, it may sometimes result in noise inflation. The weight matrix for ZF is calculated using by
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For a system with the same number of transmit and receive antennas (M = N) and 
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For a system with different numbers of antennas at the transmitter and receiver (M > N).

3.2.1.2 Minimum Mean Squared Error
The performance of the detector can be improved in comparison to ZF if we can minimize both interference and noise at the same time. This can be done by the Minimum Mean Squared Error (MMSE) detection scheme, this is a tradeoff between noise inflation and interference suppression. The weight matrix for the MMSE detection is calculated by using the relation,
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This is also equivalent to:
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Here, IM is an M x M identity matrix and similarly IN [image: image54.png]
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 is also an N x N identity matrix respectively.
3.2.1.3 Linear Least Square Error

Linear Least Square Error (LLSE) is also a linear spatial multiplexing detection scheme which is simple and can be widely implemented in the receivers. The estimate for the LLSE is calculated as:
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Here W is chosen to minimize
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The LLSE matrix W is given by
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The LLSE estimator does not eliminate the co-channel interference entirely since 
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 does not equal the identity matrix, but the LLSE scheme has the desirable property of not enhancing noise as much as ZF estimation.

3.2.2 Optimal Detection

Maximum Likelihood (ML) is an optimal detection scheme. These types of detectors have a very high computational complexity and hence become the most time consuming detection process. Optimal detection is a non-linear process and basically, consisting of a thorough search through all possible combinations of signal vectors.

3.2.2.1 Maximum Likelihood

ML is an optimal detection scheme that has very high computational complexity. This detection technique’s performance is superior compared to any other linear detection techniques but, it is the most time consuming detection procedure compared to others. 
Moreover, the complexity increases with increase in the number of antennas or the size of the input signal constellation. ML minimizes the probability of error,      
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The probability of error, Pe is the probability of incorrectly estimating the signal block s. which can clearly be understood as, minimizing the probability of error is equivalent to maximizing the probability of correctly estimating the signal s.

The likelihood of the estimate [image: image63.png]
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 is obtained by minimizing the noise power, the ML estimate of s, i.e. 
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is calculated by using the relation,  
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Thus, the ML detector chooses the message [image: image68.png]
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 which yields the smallest distance between the received vector candidates r, and hypothesized message
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4. V-BLAST ARCHITECTURE

In this chapter, a bandwidth efficient approach to wireless communication known as Vertical-Bell Labs Layered Space-Time (V-BLAST) architecture is introduced. The system overview of V-BLAST is presented along with a detailed description of the steps involved in the algorithm. Modifications to the classic V-BLAST technique in terms of estimation and ordering are described and the resulting technique is denoted as extended V-BLAST. The issue of optimal ordering in V-BLAST is dealt in the latter half of the chapter. The simulation results to compare ZF V-BLAST with other detection techniques are provided in chapter 6.
4.1 Introduction to V-BLAST

V-BLAST is a bandwidth efficient technique that utilizes the advantage of the spatial dimension in MIMO wireless system. V-BLAST technique exploits the multipath effect, which is the pitfall of traditional wireless communication, in order to achieve very high spectral efficiencies (bits/sec/Hz) [14].

The BLAST system was introduced by G.J.Foschini in 1996 in the form of a diagonally layered space-time architecture, which is now known as Diagonal BLAST (D-BLAST) [13]. D-BLAST has an elegant diagonally layered coding structure in which code blocks are dispersed across the diagonals in space-time. Though it promises rates near Shannon capacity, the diagonal approach due to its high complexity is difficult to realize physically. Later in 1998, Wolniansky et al [13] from Bell Laboratories presented a simplified version of BLAST which they called vertical BLAST or V-BLAST, which could be implemented in real-time in the laboratory. The essential difference between the two lies in the vector encoding process. In V-BLAST, the vector encoding process is simply a demultiplex operation followed by independent bit-to-symbol mapping of each substream.

V-BLAST splits a single user's data stream into multiple substreams and simultaneously transmits the data in parallel substreams through the transmit antenna array. All the substreams are transmitted in the same frequency band, so spectrum is used very efficiently. Thus, the effective transmission rate is increased by the number of antennas in transmit antenna array. The transmitted substreams travel through different paths and reach the receiver. At the receiver, there is an array of receive antennas which picks up the multiple transmitted substreams and their scattered images. Each antenna at the receiver receives a superimposed image of all transmitted substreams. Since the transmitted substreams originate from different transmit antennas which are situated at different points in the transmit array, the multiple substreams received are all scattered slightly differently. Using intelligent signal processing schemes at the receiver, these slight differences are utilized to identify and recover the substreams. Thus, the unavoidable multipath is exploited to provide a very useful spatial parallelism that is used to greatly improve data transmission rates [14].
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Figure 5 : V-BLAST schematic diagram
V-BLAST is essentially a single user system which uses multiple transmitters but differs from the conventional single user system in the following aspects. The total channel bandwidth of BLAST is slightly more than the symbol rate. This is an advantage of BLAST system over other spread-spectrum multiple access techniques. Another benefit of BLAST is that each transmitted signal occupies only a fraction of bandwidth whereas in systems like FDMA each transmitted signal occupies the entire system bandwidth. Also, since there are spatially separated multiple antennas in V-BLAST system, the entire system bandwidth is used simultaneously by all of the transmitters all of the time unlike TDMA where each user gets a time slot to transmit its signal [13].
4.1.1 System Overview

A schematic block diagram of V-BLAST system is shown in Figure 5 consisting of N transmitters and M receivers. A single data stream is demultiplexed into N substreams, and each substream is then encoded into symbols and fed into respective transmitter. The power launched by each transmit antenna is proportional to 
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so that the total radiated power is constant and independent of N. 

The M receiving antennas on the receiver side also operate co-channel, each receiving the signals radiated from all N transmit antennas. In this thesis work, the channel is constructed for both Rayleigh flat fading and Rician Channel with matrix transfer function H, which is of size
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. The channel is assumed to be quasi-stationary i.e. channel time variation is negligible over a burst. Both BPSK and QPSK modulation has been considered during the simulation work.

4.2 V-BLAST Detection
The V-BLAST detection is referred to the detection method proposed by Wolniansky et al [13] from Bell Laboratories in 1998 and is a classic method. Considering a V-BLAST system with N transmit and M receive antennas in a Rayleigh / Rician fading environment, the data stream is partitioned into N sub streams, encoded and sent through different antennas at the transmitter end. Each receiver antenna receives the signals from all N transmit antennas. The received vector, assuming the vector of transmit symbols is given by 
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can be expressed as
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Where, n is a complex Gaussian noise vector with zero mean and magnitude variance 
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 and H is a 
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channel transfer matrix. 

The method proposed for detection in [13] is linear combinational nulling. Each sub stream in turn is considered to be the desired signal, and the remainder is considered as “interferers". Nulling can be performed by simple linear algorithms like MMSE and ZF. These linear nulling approaches are viable but their performance is considerably lower than non-linear approaches. So nulling along with symbol cancellation is used for to obtain better performance from the detection technique. 

The first and vital issue in the V-BLAST detection procedure is ordering. Since symbol cancellation is used later in detection, the order in which the components of s are detected becomes very important for overall system performance. Wolniansky et al [13] proposed an optimal ordering scheme for full ZF V-BLAST detection, where they describe a recursive procedure to obtain an ordered set A. This scheme is only optimal for ZF detection. Each element of the ordered set A is given by:
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Where, G1 is the pseudoinverse of H and k1 is initialized as
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. All the elements of A are extracted as i runs from 1 to N-1. In the recursive process of detection, after a symbol is detected, a new pseudoinverse is computed for next iteration. This pseudoinverse is based on the ‘deflated’ version of the channel matrix H in which the column corresponding to the detected symbol is zeroed, i.e. 
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where the superscript + denotes the pseudoinverse and subscript 
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 indicates that column ki has been removed from H. The ordered set is hence presented as 
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This set is the permutation of integers from 1 to N specifying the order in which components of the transmitted symbol vector s are extracted.
After optimal ordering for the ZF V-BLAST detection, each symbol is decoded in three basic steps. First of all, decision statistic 
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Where r1=r is the received vector and wk1 is the nulling vector having the property
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Where (H)j is the j-th column of H, and 
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is the Kronecker delta.

The second step is slicing or quantizing yk1 to obtain
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Here, 
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denotes the quantization operator for the constellation used. The third step is symbol cancellation. Here, assuming that 
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is cancelled from the receiver vector r1, resulting in the modified vector r2. 
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5. METHODOLOGY
In this chapter, the algorithms that were followed throughout the thesis work will be described. ZF-VBLAST algorithm has been primarily focused in this chapter.
5.1 Overall Algorithm:

Step1:  Specify the number of the transmitter and receiver antenna 

Step2: Specify SNR value 

Step3: Sigma value (variance) for corresponding SNR  

Step4: Find the length of Step 3 

Step5: Generate the channel matrix 

Step6: Generate BPSK or QPSK signal

Step7: Generate the noise 

Step8: Generate the received signal 

Step9: Estimate the received signal using the desired detection scheme 

Step10: Compare the estimated signal with the generated signal

Step12: Monte Carlo simulation is done to find the bit error rate 

Step13: Graph plotted for SNR Vs BER

5.2 ZF-VBLAST Algorithm 
The processes involved in ZF VBLAST include ordering, interference nulling and interference cancellation. For the system with N transmit antenna and M receive antenna the received signal vector can be written as,
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[image: image103.wmf]1

´

M

 received signal. Every column of the channel matrix represents a transmitted symbol. Thus, removing a column of channel matrix is same as removing the effect of corresponding symbol. For example, removing 
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5.2.1 Interference Nulling

Denoting the 
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column of the channel by
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, the received signal can be expressed as,
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Nulling is performed by linearly weighting the received symbols to satisfy the zero forcing criteria. The zero forcing nulling vector 
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Then the decision static for 
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 symbol is given by,
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This decision is then quantized to obtain signal estimate
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5.2.2 Interference cancellation

The effect of the symbols already detected can be subtracted from the symbols that are yet to be detected. This improves the overall performance when the order of detection is carefully chosen. Denoting the received vector r by
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, then the decision statistic for the ‘first’ symbol is,
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The next symbol is then detected by finding 
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 and then making a decision on 
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5.2.3 Ordering

A simple ‘optimal’ ordering is based on the post detection SNR of each sub stream. The SNR for the 
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detected symbol of vector r is given by
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 to have higher 2 norm. So the SNR for the 
[image: image133.wmf]th

i

sub stream is proportional to the norm of the 
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column of H. Thus, the optimal detection order is in decreasing order of the 2 norm of the columns of H. The algorithm for ZF VBLAST is given below:
Initialize

· i =1

· G1= H+
· Find row in G1 with minimum norm i.e.
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While all symbols are not detected, DO:
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: interference cancelling

· Replace kith column of H with zero (0)
· 
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· Among non zero rows of Gi+1 ,find row with minimum norm i.e.
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· i = i+1

· end
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6. SIMULATION AND RESULTS
This thesis work is completely based in simulation and needs Monte Carlo simulation technique. Monte Carlo simulation techniques are a class of computational algorithms that rely on repeated random sampling to compute their results. It handles every complex and realistic system but has to repeat for each decision point. 
For simulation purpose Matrix Laboratory (MATLAB) is used. MATLAB is a high-level language and interactive environment that enables to perform computationally intensive tasks faster than with traditional programming language. MATLAB is a numerical computing environment and fourth generation programming language. MATLAB allows matrix manipulation, plotting of functions and data, implementation of algorithms, creation of user interfaces, and interfacing with programs in other languages.

The channel is considered to be both Rayleigh and Rician channel; the modulation scheme taken into account is both BPKS and QPSK. We take the SNR range from -10 dB to 30 dB in step intervals of 5 dB. The block error rate is calculated by performing 1 million trials for each SNR value. The block error rate is then calculated for every SNR value. Performing 1million trials for each SNR value refers to repeatedly sending the same block of data 1million times from transmitter to the receiver for that SNR value. If the transmitted block of data doesn’t match with the detected or estimated data at the receiver then we can say that an error has occurs. We then calculate the total number of errors that has occurred during 1 million trials. The block error rate is then calculated for a SNR value as total number of error divided by total number of trials. As an example if total number of error is 5, 00,000 for 10, 00,000 trials at a SNR value then the block error rate for this SNR value is

[image: image151.wmf]5

.

0

2

1

1000000

500000

=

=

=

Rate

Error

Block


A new channel is chosen in each trial and for each SNR value. Thus making the simulation very much similar to the Real Time data transfer where the channel cannot be determined beforehand.

6.1 Experimental Setup

During the experiment/simulation process, we first take into account the source with BPSK and QPSK modulation. In the case of BPSK modulation, each transmitter antenna can either transmit +1 or -1 i.e. 
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 and similarly for the case of a QPSK modulation, each transmitter antenna can transmit either 
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. We assume that our MIMO system has N transmitting antennas and M receiving antennas. Thus the transmitted vectors can be expressed as
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After the desired symbols are transmitted by the antenna and just before receiving at the receiver side, these symbols pass through the channel. The channel considered during the experiment may either be a Rayleigh channel or a Rician Channel. 

The Rayleigh channel is characterized as a channel in which fading occurs due to presence of multiple paths between the transmitter and receiver, there may be no distinct dominant path between them. The importance of Rayleigh fading is that it represents a worst case scenario, where there is not even a single clear path between the transmitter and the receiver. 

Similarly in the case of a Rician Channel, a transmission channel there may be a line-of-sight component and several scattered waves from the multipath components. Rician channel is actually a model for radio propagation anomaly caused by partial cancellation of a radio signal by itself i.e. the signal arrives at the receiver by two different paths (hence exhibiting multipath interference), and at least one of the paths is changing (lengthening or shortening). 

Rician fading occurs when one of the paths, typically a line of sight signal, is much stronger than the others. In Rician fading, the amplitude gain is characterized by a Rician distribution. 

The 
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Here each 
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is a complex Gaussian with mean zero and unit variance.

To make the simulation more realistic, noise is added to the transmitted signal and it is assumed that AWGN that has zero mean and variance
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. The noise matrix is of 
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dimension and it is expressed as,
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With these assumptions on transmitted signal, channel and noise, the received signal vector of size M by 1 can be written as,
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The received signal r is then processed to find the best estimate of the transmitted symbols. The overall system setup is shown in figure 6 below.
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Figure 6 :  Experimental setup for simulation purpose
6.2 Results

6.2.1 Results obtained from simulation with BPSK source at input.

[image: image164.png]log10(BER)

Zero Forcing Decoding in Rayleigh Channel with BPSK Source

——ZF2TX2RX
—B—ZF3ITX3RX
—e—ZF4TX4RX
——ZFETX5RX

35
el




Figure 7 : BER performance curve of ZF receivers in Rayleigh Channel
In figure 7, for ZF receivers, we can observe that as the number of Tx and Rx antennas increases, the BER increases for the Rayleigh channel.
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Figure 8 : BER performance curve of ZF receivers in Rician Channel
In figure 8, for ZF receivers, we can observe that as the number of Tx and Rx antennas increases, the BER increases for the Rician channel.
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Figure 9 : BER performance curve of MMSE receivers in Rayleigh Channel
In figure 9, for MMSE receivers, we can observe that as the number of Tx and Rx antennas increases, the BER decreases for the Rayleigh channel.
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Figure 10 : BER performance curve of MMSE receivers in Rician Channel
In figure 10, for MMSE receivers, we can observe that as the number of Tx and Rx antennas increases, the BER decreases for the Rician channel.
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Figure 11 : BER performance curve of LLSE receivers in Rayleigh Channel
In figure 11, for LLSE receivers, we can observe that as the number of Tx and Rx antennas increases, the BER increases for the Rayleigh channel.
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Figure 12 : BER performance curve of LLSE receivers in Rician Channel
In figure 12, for LLSE receivers, we can observe that as the number of Tx and Rx antennas increases, the BER increases for the Rician channel.
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Figure 13 : BER performance curve of ML receivers in Rayleigh Channel
In figure 13, for ML receivers, we can observe that as the number of Tx and Rx antennas increases, the BER decreases for the Rayleigh channel.
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Figure 14 : BER performance curve of ML receivers in Rician Channel
In figure 14, for ML receivers, we can observe that as the number of Tx and Rx antennas increases, the BER decreases for the Rician channel.
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Figure 15 : BER performance curve of ZF-VBLAST receivers in Rayleigh Channel
In figure 15, for ZF-VBLAST receivers, we can observe that as the number of Tx and Rx antennas increases, the BER decreases for the Rayleigh channel.
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Figure 16 : BER performance curve of ZF-VBLAST receivers in Rician Channel
In figure 16, for ZF-VBLAST receivers, we can observe that as the number of Tx and Rx antennas increases, the BER decreases for the Rician channel.
6.2.2 Results obtained from simulation with QPSK source at input.
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Figure 17 : BER performance curve of ZF receivers in Rayleigh Channel
In figure 17, for ZF receivers, we can observe that as the number of Tx and Rx antennas increases, the BER increases for the Rayleigh channel.
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Figure 18 : BER performance curve of ZF receivers in Rician Channel
In figure 18, for ZF receivers, we can observe that as the number of Tx and Rx antennas increases, the BER increases for the Rician channel.
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Figure 19 : BER performance curve of MMSE receivers in Rayleigh Channel
In figure 19, for MMSE receivers, we can observe that as the number of Tx and Rx antennas increases, the BER decreases for the Rayleigh channel.
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Figure 20 : BER performance curve of MMSE receivers in Rician Channel
In figure 20, for MMSE receivers, we can observe that as the number of Tx and Rx antennas increases, the BER decreases for the Rician channel.
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Figure 21 : BER performance curve of LLSE receivers in Rayleigh Channel
In figure 21, for LLSE receivers, we can observe that as the number of Tx and Rx antennas increases, the BER increases for the Rayleigh channel.
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Figure 22 : BER performance curve of LLSE receivers in Rician Channel
In figure 22, for LLSE receivers, we can observe that as the number of Tx and Rx antennas increases, the BER increases for the Rician channel.
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Figure 23 : BER performance curve of ML receivers in Rayleigh Channel
In figure 23, for ML receivers, we can observe that as the number of Tx and Rx antennas increases, the BER decreases for the Rayleigh channel.
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Figure 24 : BER performance curve of ML receiver in Rician Channel
In figure 24, for ML receivers, we can observe that as the number of Tx and Rx antennas increases, the BER decreases for the Rician channel.
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Figure 25 : BER performance curve of ZF-VBLAST receivers in Rayleigh Channel 
In figure 25, for ZF-VBLAST receivers, we can observe that as the number of Tx and Rx antennas increases, the BER decreases for the Rayleigh channel.
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Figure 26 : BER performance curve of ZF-VBLAST receiver in Rician Channel
In figure 26, for ZF-VBLAST receivers, we can observe that as the number of Tx and Rx antennas increases, the BER decreases for the Rician channel.
6.2.3 Comparison of Linear / Optimal / VBLAST with BPSK source.
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Figure 27 : BER performance curve in Rayleigh Channel for 2-2 MIMO link 
In figure 27, for comparison of linear, optimal and V-BLAST receivers, we can observe least BER value for ML detectors in a 2-2 MIMO link with BPSK source.
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Figure 28 : BER performance curve in Rician Channel for 2-2 MIMO link 
In figure 28, for comparison of linear, optimal and V-BLAST receivers, we can observe least BER value for ML detectors in a 2-2 MIMO link with BPSK source.
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Figure 29 : BER performance curve in Rayleigh Channel for 3-3 MIMO link 
In figure 29, for comparison of linear, optimal and V-BLAST receivers, we can observe least BER value for ML detectors in a 3-3 MIMO link with BPSK source.
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Figure 30 : BER performance curve in Rician Channel for 3-3 MIMO link 
In figure 30, for comparison of linear, optimal and V-BLAST receivers, we can observe least BER value for ML detectors in a 3-3 MIMO link with BPSK source.
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Figure 31 : BER performance curve in Rayleigh Channel for 4-4 MIMO link 
In figure 31, for comparison of linear, optimal and V-BLAST receivers, we can observe least BER value for ML detectors in a 4-4 MIMO link with BPSK source.
[image: image189.png]Linear Vs Optimal Vs ZF-VBLAST in Ricican Environment for 4 Tx and 4 Rx with BPSK Source

log10(BER)

-,
10 5 0 5 10 15 20 2 30




Figure 32 : BER performance curve in Rician Channel for 4-4 MIMO link 
In figure 32, for comparison of linear, optimal and V-BLAST receivers, we can observe least BER value for ML detectors in a 4-4 MIMO link with BPSK source.
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Figure 33 : BER performance curve in Rayleigh Channel for 5-5 MIMO link 
In figure 33, for comparison of linear, optimal and V-BLAST receivers, we can observe least BER value for ML detectors in a 5-5 MIMO link with BPSK source.
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Figure 34 : BER performance curve in Rician Channel for 5-5 MIMO link 
In figure 34, for comparison of linear, optimal and V-BLAST receivers, we can observe least BER value for ML detectors in a 5-5 MIMO link with BPSK source.
6.2.4 Comparison of Linear / Optimal / VBLAST with QPSK source.
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Figure 35 : BER performance curve in Rayleigh Channel for 2-2 MIMO link
In figure 35, for comparison of linear, optimal and V-BLAST receivers, we can observe least BER value for ML detectors in a 2-2 MIMO link with QPSK source.
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Figure 36 : BER performance curve in Rician Channel for 2-2 MIMO link 
In figure 36, for comparison of linear, optimal and V-BLAST receivers, we can observe least BER value for ML detectors in a 2-2 MIMO link with QPSK source.
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Figure 37 : BER performance curve in Rayleigh Channel for 3-3 MIMO link
In figure 37, for comparison of linear, optimal and V-BLAST receivers, we can observe least BER value for ML detectors in a 3-3 MIMO link with QPSK source.
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Figure 38 : BER performance curve in Rician Channel for 3-3 MIMO link
In figure 38, for comparison of linear, optimal and V-BLAST receivers, we can observe least BER value for ML detectors in a 3-3 MIMO link with QPSK source.
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Figure 39 : BER performance curve in Rayleigh Channel for 4-4 MIMO link 
In figure 39, for comparison of linear, optimal and V-BLAST receivers, we can observe least BER value for ML detectors in a 4-4 MIMO link with QPSK source.
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Figure 40 : BER performance curve in Rician Channel for 4-4 MIMO link 
In figure 40, for comparison of linear, optimal and V-BLAST receivers, we can observe least BER value for ML detectors in a 4-4 MIMO link with QPSK source.
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Figure 41 : BER performance curve in Rayleigh Channel for 5-5 MIMO link
In figure 41, for comparison of linear, optimal and V-BLAST receivers, we can observe least BER value for ML detectors in a 5-5 MIMO link with QPSK source.
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Figure 42 : BER performance curve in Rician Channel for 5-5 MIMO link
In figure 42, for comparison of linear, optimal and V-BLAST receivers, we can observe least BER value for ML detectors in a 5-5 MIMO link with QPSK source.
6.2.5 Performance comparison of modulation techniques for different channels.
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Figure 43 : BER performance curve of ZF detector in Rayleigh Channel
In figure 43, we can observe least BER value for ZF detectors with BPSK source.
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Figure 44 : BER performance curve of ZF detector in Rician Channel
In figure 44, we can observe least BER value for ZF detectors with BPSK source.
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Figure 45 : BER performance curve of MMSE detector in Rayleigh Channel
In figure 45, we can observe least BER value for MMSE detectors with BPSK source
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Figure 46 : BER performance curve of MMSE detector in Rician Channel
In figure 46, we can observe least BER value for MMSE detectors with BPSK source
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Figure 47 : BER performance curve of LLSE detector in Rayleigh Channel
In figure 47, we can observe least BER value for LLSE detectors with BPSK source.
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Figure 48 : BER performance curve of LLSE detector in Rician Channel
In figure 48, we can observe least BER value for LLSE detectors with BPSK source.
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Figure 49 : BER performance curve of ML detector in Rayleigh Channel
In figure 49, we can observe least BER value for ML detectors with QPSK source.
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Figure 50 : BER performance curve of ML detector in Rician Channel
In figure 50, we can observe least BER value for LLSE detectors with QPSK source.
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Figure 51 : BER performance curve of ZF-VBLAST detector in Rayleigh Channel
In figure 51, we can observe least BER value for ZF-VBLAST detectors with BPSK source.
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Figure 52 : BER performance curve of ZF-VBLAST detector in Rician Channel
In figure 52, we can observe least BER value for ZF-VBLAST detectors with BPSK source.
6.2.6 Performance comparison in terms of channel with different modulation schemes.
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Figure 53 : BER performance curve of ZF detector with BPSK source
In figure 53, we can observe least BER value for ZF detectors in Rician Channel.
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Figure 54 : BER performance curve of ZF detector with QPSK source
In figure 54, we can observe least BER value for ZF detectors in Rician Channel.
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Figure 55 : BER performance curve of MMSE detector with BPSK source
In figure 55, we can observe least BER value for MMSE detectors in Rician Channel.
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Figure 56 : BER performance curve of MMSE detector with QPSK source
In figure 56, we can observe least BER value for MMSE detectors in Rician Channel.
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Figure 57 : BER performance curve of LLSE detector with BPSK source
In figure 57, we can observe least BER value for LLSE detectors in Rician Channel.
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Figure 58 : BER performance curve of LLSE detector with QPSK source
In figure 58, we can observe least BER value for LLSE detectors in Rician Channel.
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Figure 59 : BER performance curve of ML detector with BPSK source
In figure 59, we can observe least BER value for ML detectors in Rician Channel.
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Figure 60 : BER performance curve of ML detector with QPSK source
In figure 60, we can observe least BER value for ML detectors in Rician Channel.
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Figure 61 : BER performance curve of V-BLAST detector with BPSK source
In figure 61, we can observe least BER value for V-BLAST detectors in Rician Channel.
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Figure 62 : BER performance curve of V-BLAST detector with QPSK source
In figure 62, we can observe least BER value for V-BLAST detectors in Rician Channel.
7. DISCUSSION
The simulation results that are shown in chapter 6 are limited only for 2 by 2, 3 by 3, 4 by 4 and 5 by 5 MIMO link system. The performance of the various detectors can be analyzed from the obtained simulation results. The performances of various detectors are analyzed by studying the BER versus SNR plot. The individual plots are then compared against each other for the comparison study.

The simulations are performed following the experimental setup as described in chapter 6.1. Every plot is obtained after 1 million iterations for each SNR value. The detector that has the minimum BER for all SNR value is considered to demonstrate the best performance for the considered channel model. 
After the comparative performance analysis of figure 7, 8, 17 and 18 it can be observed that the performance of ZF detectors degrade as the number of antennas increases. The LLSE detectors also show the similar behavior, this can be observed from the comparative performance analysis of figure 11, 12, 21 and 22. 
In contrast, the MMSE detector exhibits the contrasting behavior compared to ZF and LLSE detectors. After comparative performance analysis of figure 9, 10, 19 and 20 we can observe that as number of antennas increase, the performance of MMSE detector drastically improves. Similarly, comparing the performance analysis of ML, referring to figure 13, 14, 23 and 24, it can be observed that as the number of antennas in ML detectors increases, the performance of the receiver improves. The similar results can be observed for the V-BLAST detectors in figure 15, 16, 25 and 26. As the number of antennas increase, the performance can be seen to improve drastically.

In our case, the ML detector satisfies the criterion for optimal detector for MIMO system taking Rayleigh or Rician channel and considering both the BPSK or QPSK sources. Hence ML is the optimum detector. Although the performance of this detector is excellent, the computational complexity is relatively very high for ML detectors compared to other detectors. This can be observed in the results obtained from figure 27 to figure 42 for different MIMO detectors under Rayleigh and Rician channel. 
Similarly, the BER for the ZF and LLSE detector is the highest for each SNR value as compared to other detectors so it has the worst performance for both the Rayleigh and Rician channel. Likewise, from these figures, we can observe that the performance of LLSE and ZF detectors are very much identical. Also, it can be observed that the performance of MMSE detector is in the midway between the linear and optimal detectors.

The decoding schemes (ZF, MMSE, LLSE and ZF-VBLAST) worked best i.e. it showed least BER value with BPSK source for both the Rayleigh and Rician channel. Whereas, the ML decoding scheme resulted least BER value while QPSK source was used at the input. This can be seen in the plots in figure 43 to figure 52.
Finally, in the performance comparison for different channels under the BPSK and QPSK modulation can be observed in figure 53 to figure 64, after analysis, we can observe that all the detectors (ZF, LLSE, MMSE, ML and V-BLAST) yield least BER value for both the BPSK and QPSK modulation technique when the Rician channel was used. 
8. LIMITATION
This thesis primarily focused on the performance analysis and comparison of various MIMO detectors. Every work has its own limitation so this thesis too has also some limitations.

The simulation results shown are limited only for the MIMO system having same number of antennas at the transmitter and at the receiver. 

The simulation considers that the modulation technique used at the transmitter side is either BPSK or QPSK. Higher modulation techniques can be implemented in order to obtain high data rate.

To obtain the results, 1 million iterations were performed for each SNR values; we can obtain better result with large number of iteration at each SNR value. 
In the results the plots were overlapping this is also a limitation of the simulation work.

9. CONCLUSION
The simulations resulted that LLSE and ZF scheme had somewhat similar performance. The ZF and LLSE schemes were observed to have the worst performance among all the detection schemes, and the performance of the MMSE detector laid in-between LLSE, ZF and ML detector.

The performance of ZF VBLAST was observed to be in mid-way between the linear detectors (ZF, LLSE and MMSE detector) and optimum detectors (ML detector). The simulation resulted that the ZF-VBLAST detectors had least BER values as the number of transmitting and receiving antennas were increased.
The performance comparison plots for linear versus optimum versus ZF-VBLAST provided in chapter 6 resulted that the ML detector had the best performance in terms of BER among all other detectors being an optimal detection scheme for any chosen modulation (i.e. BPSK or QPSK) schemes and taking Rayleigh or Rician channel into consideration. 
The BER of the MIMO system completely depended upon the number of transmitting antennas and receiving antennas used in the system. It was observed that the performance of the ZF and LLSE detectors degraded as the number of transmitting and receiving antennas increased. In contrast, the performance of ML, MMSE and ZF-VBLAST detectors greatly improved as the number of transmitting and receiving antennas increased.

The simulation for the performance analysis of different modulation schemes resulted that the ZF, LLSE, MMSE and ZF-VBLAST detectors had the least BER value for BPSK modulated source at the input for both the Rayleigh and Rician channel. Whereas, only the ML detectors had the least BER value while QPSK source was used at the input for both the Rayleigh and Rician channels.

The simulation for the performance comparison of different channels resulted that all the detectors (ZF, LLSE, MMSE, ML and ZF-VBLAST) had the least BER value for Rician channel for both BPSK and QPSK modulation scheme.

10. FUTURE RECOMMENDATIONS
There are many possible extensions that can be done to the works presented in this thesis. Some important fields in which future work can be extended are described in this chapter.

10.1 Approach suitable for higher constellations

A noticeable extension of this thesis work is the investigation for the performance of detection schemes proposed in this thesis for higher signal constellations. The results presented here assume either BPSK or QPSK modulation at the transmitter side. An immediate need is to implement these detection schemes using higher signal constellations like 16- QAM, 64-QAM etc.
10.2 Investigations for other fading channels

Another extension is the investigation for the performance of the detection schemes besides the ones described in this thesis work. The Rayleigh and Rician fading channel has been described in this thesis work. Other channels like Additive White Gaussian Noise (AWGN) channel can also be analyzed using the similar approach.
10.3 Group detection

Another possible extension could be the implementation of group detection techniques in V-BLAST receivers. Instead of detecting one symbol and canceling it out to detect another symbol at each recursive step, a group of symbols can be detected and canceled out to detect the rest. This will help in accelerating the V-BLAST detection procedure.

10.4 Ordering

Ordering is an important step in VBLAST detection. Future work can be done to find new optimal ordering technique.
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