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ABSTRACT

Dirty paper code (DPC) can be used to presubtract interference non-causally known to the transmitter and to achieve capacity as if no interference is present at all. In this thesis, DPC based on nested trellis code is designed using Trellis coded quantizaion/trellis coded modulation (TCQ/TCM) scheme. Rate 1/2 convolutional code is cascaded with rate 2/3 Trellis coded modulation (TCM) to form DPC. TCM code acts as channel code to protect transmitted signal against channel noise where as cascading of both convolutional and TCM codes act as source code which implements vector quantization using Viterbi algorithm. Gain obtained from DPC can be increased using stronger source and channel codes which can be achieved by increasing number of states, because gain of both channel code and source code increases with states of encoder. DPC is the best candidate for precoding in multiuser multiple input multiple output (MU-MIMO) broadcast scenario. In MU-MIMO broadcast channel, signal transmitted to a user acts as interference for other users and this interference is non-causally available to base station because code for all users is encoded by same base station. So, in MU-MIMO broadcast channel interference to a user due to signal transmitted to another user can be nullify using DPC. This thesis implements DPC for MU-MIMO broadcast channel with base station containing multiple antennas and multiple receivers each equipped with single antenna.
Keywords: DPC, TCQ/TCM, source code, channel code, vector quantization, viterbi algorithm, precoding, multiuser MIMO, Broadcast channel.
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CHAPTER 1: INTRODUCTION
1.1 Background
Development of Information and communication technology in these days increases the data requirements of users. The rapid improvement in fabrication technology and digital signal processing algorithms make it possible to build portable terminals to support high data rate. In this context, the future trend will be toward wireless broadband services. So service providers are expected to use available spectrum more efficiently to accommodate large number of users supporting higher throughput to individual users.

Wireless communication system is growing rapidly, first in the form of cellular networks and more recently for data network. Two main problems are associated with wireless system including multiple users. If same channel is shared by multiple users in wireless system the signal for one user acts as interference to the other users. This interference adds up with noise in the system and reduces the capacity of the system. Due to unguided nature of transmission media wireless communication suffers from multipath propagation. It results constructive and destructive interference at the receiver. The destructive interference leads to fading reducing the received signal to noise ratio (SNR). As a result, the bit error rate (BER) of the system is increased. The Contribution of many researchers yields techniques to mitigate these impairments. 
Costa [1] shows for Gaussian channel that if interference to the signal is known to the transmitter non-causally then it is possible to achieve the capacity of the channel as if no interference is present at all. This problem is also referred as “Dirty-paper Coding” (DPC) in the literature. This is particularly suitable for broadcast system, in which signal to be transmitted to all users are constructed by same transmitter. So, transmitter has non-causal knowledge of the interference to the particular user.  Similarly research on multiple input multiple output (MIMO) wireless technology shows that it can provide increased link capacity combined with improved link reliability using traditionally undesired effect, multipath propagation.
1.2 Problem definition

In DPC our primary goal is to protect the transmitted signal form channel noise, which is primarily a channel coding problem. But the knowledge of additive interference necessitates source coding to satisfy the power constraint. So, dirty-paper code design is a combined source-channel code design problem. Consider a scenario where transmitter wishes to transmit signal x with the power constraint 
[image: image1.wmf]X

P

E

£

]

[

2

x

 over an additive white Gaussian noise channel. In addition, the received signal is corrupted by an additive interference s which is available at the transmitter but not at the receiver. Then the received signal y is given by
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 where z is additive channel noise. Costa [1] shows the possibility of the encoder which achieves the capacity as if no interference is present, if full interference knowledge is available at the transmitter. Nested trellis code [2] is one of the practical approaches to implement DPC. 
Information theory has shown that with multipath propagation, multiple antennas at both transmitter and receiver can establish essentially multiple parallel channels that operate simultaneously, on same frequency band at the same radiated power [3]. So, MIMO system can provide either increase in capacity or improve link quality with multiple numbers of antennas at transmitter and receiver. To gain the full advantages of MIMO the antenna correlation should be very low to allow independent channel between different antennas. In case of point to point MIMO it is difficult to achieve this condition due to insufficient separation between antennas. Multiuser multiple input multiple output (MU-MIMO) system has significant advantages over point to point MIMO. 
One of the main features of MU-MIMO is its greater immunity to propagation shortcomings derived from antenna correlation. Being the antennas hosted at scattered users, the correlation coefficients are inherently low, which allows to overcome the usual problems related to channel rank loss [4]. Another interesting property of MU-MIMO is that direct line of sight propagation, which greatly degrades the quality of the communication link in single-user MIMO systems with spatial multiplexing, does not pose a problem in a multi-user setup. Furthermore, MU-MIMO enables to obtain  spatial multiplexing gain at the base station without  requirement of the multi-antenna receivers. This allows for the implementation of small, low-cost and low-power consuming terminal devices [4]. As antennas are not co-located, in MU-MIMO broadcast channel, cooperation between receivers is not possible. To allow users to decode data without cooperation precoding is essential at the transmitter. 
In Gaussian MU-MIMO broadcast channel, signal received at each user includes interference from signal meant for other users, but these interferences are available non-causally at the transmitter. So, DPC is best candidate for precoding at transmitter to mitigate eﬀect of interference. In fact it was shown that DPC is the only optimal, i.e. capacity-achieving, technique for the MIMO BC which is non-degraded Gaussian BC.
1.3 Objectives
The objectives of this thesis, “Dirty Paper Code Design for Multiuser MIMO Broadcast Channel” are:
1. To research on Dirty Paper Code.

2. To design Dirty Paper Code based on nested trellis using trellis coded quantization /trellis coded modulation (TCQ/TCM) scheme.

3. To implement Dirty Paper Code for MU- MIMO Broadcast Channel.
1.4 Notation
In this thesis base of all logarithms are two unless otherwise stated. Vectors are represented by boldface small letters; Matrices are represented by boldface capital letters. E(.) represents the expectation operation, (.)T represents the transpose of a matrix and (.)H represents hermitian transpose of a matrix. Tr(.) is trace of a [image: image132.emf]

matrix. represents z has Gaussian distribution with mean 0 and variance Pz.
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1.5 Thesis organization

This thesis report is divided into six chapters. Chapter 2 is review of literature on DPC and multiuser MIMO. Chapter 3 deals with theoretical background of this thesis. Theory behind DPC is presented. Then brief about MIMO, multiuser MIMO and precoding for multiuser MIMO is given. In chapter 4 the detail design of DPC based on nested trellis using TCQ/TCM scheme is presented and its implementation for multiuser MIMO broadcast channel is discussed. The results of simulations and discussions are shown in chapter 5. Chapter 6 concludes this thesis work.
CHAPTER 2: Literature Review

Costa [1] used general result of channel coding with side information (CCSI) to formulate capacity of Gaussian channel with additive interference, called the problem of “writing on dirty paper”. It explained that the capacity of AWGN channel with power constrained input is not affected by addition of some extra i.i.d. noise sequence, s to the channel output as long as s is fully known to the encoder. And show that optimum transmitter adapts the transmitted signal to s rather than attempting to cancel it. Costa’s proof was based on random binning [5] which is impossible to implement in practice. A binning scheme divides a set of codewords into subsets (bins), such that the codewords in each subset are as far apart as possible [5]. Zamir et al. [5] show these side information capacities can be achieved using algebraic binning schemes based on the relative cosets (bins) of good nested lattice code pair. They quantized the interference into bins and then used a capacity achieving AWGN code for each bin. Yu et al. [6] proposed practical trellis precoding to recover losses present in THP for multiuser interference presubtraction. [6] Employed trellis-coded quantization (TCQ) as the source code and trellis-coded modulation (TCM) as the channel code. Chou et al. [2] proposed a trellis-based construction which applies TCQ to achieve the high-dimensional lattice quantization in source coding and uses turbo trellis-coded modulation (TTCM) as the powerful channel code. However, TCQ works in a sub-optimal way when combined with TTCM because of the lattice dimensional mismatch between them. Indeed, at an embedding rate of 1 bit/sample, this scheme performs 2.0dB away from the capacity. An improved scheme based on nested turbo codes [7] performs 1.42 dB way from the capacity at 1.0 b/s. Sun et. al. [7] offered code design guidelines in terms of source-channel coding for algebraic binning. [7] Proposed practical nested lattice codes design based on nested turbo codes using turbo-like trellis-coded quantization (TTCQ) for source coding and turbo trellis-coded modulation (TTCM) for channel coding. Compared to TCQ, turbo-like TCQ offers structural similarity between the source and channel coding components, leading to more efficient nesting with TTCM and better source coding performance. Bhagawat et al. [8] presented nested trellis based DPC implementation on the FPGA.
Multiuser MIMO is generally non-degraded broadcast channel. The capacity of degraded broadcast channel is know, but for non- degraded broadcast channel it is still an open problem [9]. Caire and Shamai [9] investigated achievable rate region (sum rate) of a generally non-degraded broadcast channel where transmitter has ‘t’ antennas and ‘r’ receivers each having single antenna, subjected to the assumption that channel is perfectly known to all terminals. It maximizes the Dirty Paper lower bound and minimizing the Sato's upper bound for single-antenna users to get the optimal sum capacity. [9] also provided the asymptotic optimal sum capacity in the high SNR region and low SNR region and their coding strategy respectively. [5] Proposed nested lattice encoding and decoding for the multi-antenna broadcast channel. It employed lower triangular quadratic residue decomposition of channel matrix for transmission scheme. Their application of nested lattice technique to multi-antenna broadcast channel relies on the canonical blocks of the dirty paper nested lattice encoders and decoders. Pai and Rajan [10] presented a practical dirty paper coding scheme using trellis coded modulation. It implemented random binning in a systematic manner using a trellis and used Viterbi algorithm to quickly obtain a codeword that is almost orthogonal to the realization of the dirt. They ensured that the dirt in the designed DPC scheme remains distinguishable to the receiver and thus, it is applicable to broadcast channel too. Dabbagh and Love [11] proposed partial interference cancellation at the transmitter with dirty-paper encoding and decoding assuming full knowledge of the channel state information at the transmitter and the different receivers. [12] Described a way of implementing DPC in a Gaussian MIMO broadcast channel. The proposed encoder for multiuser MIMO consists of two stages, Outer encode implementing DPC and inner encoder performing precoding. [13] Presented practical code design for Gaussian BC based on DPC. Design on [13] assumes constraints on the individual rates for each user. It is based on nested turbo code.
CHAPTER 3: Theoretical background
1.6 Dirty paper code (DPC)

In telecommunication, DPC is a coding technique for efficient transmission of digital data through a channel that is subjected to some interference known to the transmitter non-causally. It is a special case of Channel coding with the side information (CCSI) where the channel noise is Gaussian. It achieves the channel capacity without power penalty and without requiring the receiver to have knowledge of the interference state.
Analogy of DPC can be illustrated by following example. Consider a sheet of paper with independent dirt spots of normally distributed intensity on it. Sending information through channel with side information known at transmitter with power constraint is analogous to the problem of writing message on this sheet of paper with limited amount of ink. The writer has the knowledge of the intensity and spot of dirt, but the reader cannot distinguish them from the ink marks applied by the writer. As shown in Figure 3.1 the main idea is to adapt the symbol to be transmitted to the dirt spots present on the paper sheet when writing the message.

[image: image3.jpg]



Figure 3.1. Writing ‘A’ on a dirty paper using blind and informed writing.

The Shannon–Hartley theorem tells us that, all other being equal, a paper sent along a path that picks up less dirt can reliably deliver more information than another paper sent along a path that picks up more dirt. Costa considers the question: The dirty paper, with the message on it, is sent to someone else and then it acquires more dirt along the way; if the recipient cannot distinguish between the ink and the dirt, how much information can be sent reliably? Due to influence of Shannon theorem, most people expect that more dirt on the paper, even before the message was written, less information can be sent reliably. In 1983, Costa [1] showed the surprising result that as much information on such a dirty piece of paper can be sent as it can be when writing on a clean sheet of paper, provided that the dirt is known to the sender perfectly and proper coding is applied.
Costa [1] considered the communication problem shown in Figure 3.2. The transmitter wishes to send message w = {1, . . . ,M} over a memoryless channel. Transmitter transmits a signal x with a power constraint 
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over an additive white Gaussian noise channel. Here s is the state of the channel (side information) and is sequence of independent identically distributed (i.i.d.) random variable, N(0,PS). The state, s is known to the transmitter but not to the receiver. This is a standard Gaussian channel with input power constraint PX, where encoder is informed a part of the Gaussian additive noise sequence that will be added to its signal. Based on the selected message w and the side information s, the encoder selects and sends a codeword x.
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Figure 3.2.  Generalized Costa Channel.
Channel output, y is given by 
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where, x is transmitted code word, s is known side information and z is additive noise. It is assumed that the noise is independent of the interference and transmitted code. Without knowledge of interference to the transmitter and receiver, the interference behaves in the way similar to the noise. And the capacity of the channel is given by the well known Shannon’s capacity formula,
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             3.2
where, Px is transmitted signal power, Pz is noise power and Ps is interference power. If the side information s is available at the receiver, one could subtract this information from the received signal leading to an interference free AWGN channel. And corresponding capacity is given by,
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                 3.3
But side information, s is available to the transmitter only not to the receiver, which has to estimate w solely based on channel output y.

As side information, s is available at transmitter non-causally one could think of pre-subtraction of s form transmitted signal at transmitter then transmitted signal would be x’ = x - s. And the received signal is y = x’ + s + z = x + z, resulting once again in the interference free AWGN channel.  But this pre-subtraction would have to pay a severe penalty in terms of power constraint [14]. As x and s are independent, the power of the pre-subtracted transmitted symbol x’ is E[x’2] = PX+PS. The side information can have an arbitrarily high power so E[x’2] can be much higher than PX. Further, with direct pre-subtraction only the remaining power, (PX-PS) is used to send information which results the channel capacity of
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             3.4
So, direct pre-subtraction results severely reduced capacity thus it is not an optimal encoding procedure. In fact optimal encoding uses code words in direction of s. In doing so, encoder actually adapts its signal to the state s instead of trying to erase it. Costa [1] proved that for Gaussian interference s known perfectly to the transmitter and Gaussian noise z, there exists the code for which capacity is given by Equation 3.5.
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This is same as Equation 3.3 and is the capacity of standard Gaussian channel which is independent of interference power, PS. The side information term is completely cancelled, and the capacity is same as if s were available at the decoder as well. In other words, the capacity of the channel with additive Gaussian noise and power constrained input is not affected with addition of some extra i.i.d. noise sequence to the output of the channel, as long as non-causal knowledge of this extra noise is given to the encoder. This setup in fact precisely models a multiuser downlink situation, where the interfering signal to a user is the transmitted signal to other users. Interference is known at the transmitter non-causally because the source information bits are typically stored in a buﬀer, and future values of the interference can be pre-constructed from the buﬀered bits.
1.7 Practical approaches to DPC 

Costa’s proof was based on random coding and binning, so its practical implementation is not possible [13]. Practical approaches to DPC are based on the structured binning concept.
1.7.1 Tomlinson-Harashima Precoding (THP)

Tomlinson-Harashima precoding (THP) was originally designed to counter the interference in ISI channels [13]. It can be considered as a one dimensional implementation of dirty paper coding problem. Consider a message u with signal power PU is to be transmitted over a channel characterized by an additive interference s with 
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 . As shown in Figure 3.3 the interference s is available non-causally to the encoder. So this is equivalence to the dirty paper coding problem if the noise z is Gaussian [13]. 
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Figure 3.3. Tomlinson Harashima Precoding.

Let the message to be sent is constrained to a finite interval of length ∆, i.e.  u
[image: image12.wmf]Î

[0, ∆). The main idea of THP is to perform modulo-∆ operation on x’ = (u-s) so that the transmitted signal x is also constrain within the interval of length ∆. Because of the mod operation x is now limited to the same finite interval as u and hence it does not suffer a power penalty which a simple pre-subtraction would result [13]. The signal sent to the channel is 
[image: image13.wmf]D

-

=

D

=

mod

)

(

mod

'

s

u

x

x

. In other words, all the (u−s) that differ by an integer multiple of ∆ are regarded as the same symbol [6] as shown in Figure 3.4.
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Figure 3.4. Equivalent points due to mod ∆ operation.

At decoder, the same modulo operation is performed to get an estimate of u. At high SNR (z 
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 0), the received signal is, y = x + s. The estimated message is given by
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The encoding process in THP actually reduces the signal x’ to n.∆, where n is an integer such that n.∆, multiple of ∆, is nearest to x’. And the difference (x’- n.∆) is then sent to the channel. So this encoding process can be represented using scalar quantization as shown in Figure 3.5. Output of modulo operation is same as [image: image138.emf]Rate-n/m
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Figure 3.5. Tomlinson-Harashima precoding with scalar quantizer.
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But the problem with realization shown in Figure 3.5 is that it pre-subtracts only current s and does not consider future values of s. So, it suffers significant losses compared to Shannon’s capacity limit especially at low SNR [13]. To recover different losses associated with implementation of Figure 3.5 and obtain better performance non-causal side information should be used. This is achieved by performing modulo operation on high dimension as opposed to modulo operation on one dimension, as in THP. The generalization of the high-dimensional modulo operation is a vector quantizer which output is the vector quantization noise [6] which is shown in Figure 3.6.

Figure 3.6. Generalization of THP to vector quantizer.
3.1.1 DPC based on nested lattices
The quantization in DPC should satisfy the power constraint. Coded message can be retrieved accurately in absence of noise. But in practice no channel is free of noise so error protection code should be added to the transmission to combat the channel’s additive Gaussian noise. This therefore introduces an additional channel coding aspect to the DPC problem [13]. The idea of nested lattice code can be used for joint source and channel code design problem of DPC.
A nested lattice code comprises of a coarse lattice code nested inside a ﬁne lattice code [7], i.e., every codeword of the coarse lattice code is also a codeword of the ﬁne lattice code but every codeword of the ﬁne lattice is not a codeword of the coarse lattice. The coarse lattice code needs to be a good source code and fine lattice code needs to be a good channel code [7]. Hence the source code is nested within the channel code. This nesting is often referred to as binning in literature. As the dimensionality of the employed lattices approaches inﬁnity its capacity approaches Costa limit.
In practice, nested lattice code can be implemented with nested trellis code as given in [2] and shown in Figure 3.7 . Here source code is implemented with quantizer (e.g. TCQ) having almost spherical Voronoi regions in a high-dimensional Euclidean space and channel code is near capacity channel code. It concatenates a rate- 
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Figure 3.7. Nested trellis construction for practical DPC.

3.1.2 Partial interference pre-subtraction (PIP)

Some of the losses can be recovered by partial interference pre-subtraction instead of full interference pre-subtraction. In this scheme, instead of subtracting full interference sequence, s the transmitter pre-subtract partial interference,
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 is a scaling factor. At decoder the received signal is first multiplied by scaling factor 
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before further processing. [6]
For THP partial interference pre-subtraction yields,
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And estimated message is
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Since, 
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where, SNR is signal to noise ratio.
1.8 Multiple input multiple output (MIMO)
In wireless environment the signal propagates from the transmitter to the receiver along number of different paths due to scattering by different obstacles; this phenomenon is commonly known as multipath. It causes the different version of the same signal to arrive at the receiver at different time and different phase. Multipath propagation is considered as impairment in traditional SISO communication system because it introduces signal fading. But recent research on information theory has shown that multipath propagation along with multiple antennas at both transmitter and receiver can establish essentially multiple parallel channels that operate simultaneously, on same frequency band at the same radiated power. [3]
MIMO is a radio communications technology used to provide increased link capacity and improved link reliability transforming the usually undesired multipath propagation into a benefit for the user using multiple antennas both at transmitting and receiving devices.

MIMO can be used in two forms:
3.1.3 Spatial diversity
Diversity mode is used to protect the transmission against fading and make it more robust. This does not increase data rate of the system. The principle behind diversity is to provide the receiver with multiple versions of the same transmitted signal. If these different signal paths can be made uncorrelated then the way by which channel affect signal on different path is also uncorrelated, so the probability that they will all be affected at the same time is considerably reduced. In this way it is assured that the receiver will always be provided with good version of transmitted signal. Thus diversity helps to stabilise a link and improves performance, reducing error rate.
3.1.4 Spatial multiplexing
Spatial multiplexing is intended to increase data rate rather than to make the transmission more robust by using multipath effectively as additional channels to carry more data. In MIMO Spatial Multiplexing, same frequency is simultaneously used to transmit different signals. This increases the spectral efficiency of the transmission as the result the capacity of the link is increased. Data is divided into separate streams and the streams are transmitted independently via separate antennas. In this way, MIMO spatial multiplexing delivers parallel streams of data to receiving device by exploiting multi-path. It can double (2x2 MIMO) or quadruple (4x4 MIMO) capacity and throughput.
Due to the multiple available sub-channels, MIMO enables a flexible trade-off between multiplexing and diversity gains. On one hand, transmit multiplexing allows for a linear increase in the transmitted data rate. On the other hand, diversity gain provides the link with an enhanced robustness. Hence, depending on the transmission strategy to be used, the utilization of multiple antennas can provide an increased data rate, higher link reliability or a combination of both advantages [4].

3.1.5 MIMO channel matrix

Consider MIMO system consists of ‘t’ transmitting and ‘r’ receiving antennas as shown in Figure 3.8.
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Figure 3.8. General MIMO with t transmit antennas and r receive antennas.

Each receive antenna receives signal form every transmit antenna. The channel from transmitting antenna 1 to the receiving antenna 1 is specified with h11, while the channel from transmitting antenna 1 to the receiving antenna 2 is identified as h21, and so on. So, there is channel between every pair of antennas. Combining all channels into a matrix, it forms a MIMO channel matrix H of the dimensions r x t.
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Here, each component, hij of H is in general complex number.
The output of channel in MIMO is given by Equation 3.8.
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where, y is 
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 complex additive white noise vector.

1.9 Multiuser MIMO (MU-MIMO)
Multiuser MIMO is a form of MIMO where the antennas at one of the ends of the communication link are no longer co-located. MU-MIMO enables multiple independent radio terminals to access a system, enhancing the communication capabilities of each individual terminal. The channel can have four different interpretations according to the cooperation at transmitter side and receiver side [16].
1. If both transmitters and receivers are allowed to cooperate, it represents a single point to point channel, which is called single user MIMO channel.
2. If transmitters and receivers both are not allowed to cooperate, it represents a multi-point to multi-point interference channel.
3. If only receivers can cooperate, it represents a multi-point to point channel which can be a multiple-access channel (MAC) with each user having one antenna.
4. If only transmitters can cooperate, it represents a point to multi-point channel which can be a broadcast channel (BC) with each user having one antenna.
The transmitters are said to cooperate, if messages is jointly encoded into the transmit vector x, instead of each entries of x. And the receivers are said to cooperate if the whole received vector y instead of each individual entries of y is used to decode the message.
Advantages of MU-MIMO over point to point MIMO are,

1. MU-MIMO is immune to propagation shortcomings of point to point MIMO due to antenna correlation. As antennas are located at scattered users, the correlation coefficients are low. It allows overcoming the problems related to channel rank loss.

2. In single user MIMO direct line of sight propagation greatly degrades the quality of the communication link while used in spatial multiplexing mode. It is not a problem in a multi-user setup.

3. MU-MIMO can provide spatial multiplexing gain at the base station without the need of multi-antenna receivers. This allows for the implementation of small, low-cost and low-power terminal devices because computation load is shifted to the base station [4].
Due to lack of cooperation between the users MU-MIMO also poses some disadvantages that point to point MIMO does not encounter. As users can not interact, they should be able to detect their information stream independently. To ensure independent decoding of information stream for users, channel state information at transmitter (CSIT) is a stringent requirement. In contrast with single user MIMO, where CSIT is not necessary to get multiplexing gain, in MU-MIMO CSIT is compulsory for multiplexing gain. Transmitter at base station performs pre-coding so that signal at each receiver can be interpreted independently and without the knowledge of overall channel state.
Channel state information at receiver (CSIR) can easily be estimated from training sequence. But channel state information at transmitter is hard to obtain. For TDD system, CSIT can be acquired by using the uplink channel estimate to infer the downlink channel by base station exploiting channel reciprocity. For FDD system, dedicated feedback channel is required because the uplink and downlink channels are in general quite different.

There are two scenarios associated to Multi-user MIMO,

3.1.6 Multiuser MIMO Multiple Access Channel
Uplink MU-MIMO channel as shown in Figure 3.9 is commonly known as MU-MIMO Multiple Access Channel (MAC) where multiple users transmit simultaneously to the single base station. In this case receiver performs much of the processing. And receiver should have channel state information at receiver.


[image: image38.emf]Base

Station

User 1

User r

1

2

t


Figure 3.9. MU-MIMO Multiple Access Channel with single antenna user terminals.

3.1.7 Multi-user MIMO Broadcast Channel
Downlink MU-MIMO channel as shown in Figure 3.10 is commonly known as the MU-MIMO BC where base station transmit data to multiple independent users. Multiuser MIMO broadcast channel is in general non-degraded in nature. 
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Figure 3.10. MU-MIMO Broadcast Channel with single antenna user terminals.

Broadcast channel is more challenging scenario than multiple access channel in multiuser MIMO. MU-MIMO downlink channel is similar to single user MIMO except that antennas at receiving terminals are distributed among the independent users. This puts challenge on decoding the received symbol because joint decoding, as in the case of single user MIMO, requires each user to have signal received on all other user devices. But this level of coordination between users is not possible in practice. This indicates the requirement of transmit processing in the form of pre-coding to allow users to recover data independently. For this the transmitter has to know the Channel State Information at the Transmitter, CSIT. 
If x is transmitted signal vector from transmitter such that 
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where 
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First term of Equation 3.10 is required signal for kth user, second term is interference from other users and third term is additive noise of the channel.
Gain in data rate and channel reliability can also be achieved using multiple antennas at each user terminals. But these antennas should be located at significant physical distance to obtain any noteworthy gains. However in practice where users are mobile the receiving terminals are limited by their size and power consumption therefore it is unfeasible to use multiple antennas at the receiver. So the scenario with single antenna user terminals is considered in this thesis.
1.10 Pre-coding for multiuse MIMO
In single user MIMO, the terminals at signal detection stage can cooperate. Due to lack of cooperation between user terminals in multiuser MIMO, well known detection techniques designed for single user MIMO cannot be used in multiuser situation. However, if pre-processing stage is performed at the base station, it is possible to pre-subtract interference among the transmitted data streams and enable non-cooperative signal detection at the receivers. This technique is referred to as pre-coding. [4]
Precoding for MU- MIMO can be broadly classified into two classes:

3.1.8 Linear Pre-coding
In linear precoding the signal to be transmitted is pre-equalized with simple linear transformation. The precoding filter, 
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 at the base station can be designed following different criteria, such as a zero forcing (ZF) or minimum mean squared error (MMSE), accordingly the precoders are categories as ZF-precoder and MMSE-precoder respectively [4].
In linear precoding user data stream, w is multiplied by precoding matrix, P and then it is transmitted to the channel as shown in Figure 3.11. So, transmitted signal is linear function
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Figure 3.11. Block diagram of linear precoding.
3.1.8.1 Zero-Forcing Precoding 
In zero-forcing precoding all interferences between transmitted signals are forced to be zero. In Zero-Force precoding the precoder is designed to achieve zero interference between the users. The constraint imposed by zero-forcing precoding design criteria states that the cascade of precoding filter and channel matrix fulfils the condition specified by Equation 3.11 [4].
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where, H is channel matrix, PZF is zero-forcing precoding filter and Ir is identity matirx. This condition ensures no interference among transmitted data streams. So, 
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, where hk is channel for user k. This condition shows that the ZF precoding matrix is just inverse of channel matrix, H. But in the system where number of transmitting antennas, t is greater than the number of terminals with single receiving antennas, r the channel matrix is not square matrix. In such condition it is not possible to evaluate inverse of H. To allow such system right pseudoinverse of the channel matrix is utilized.
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3.1.8.2 Minimum mean squared error precoding 
In minimum mean squared error (MMSE) precoding some interference between subchannels is allowed, instead of cancelling the interference between different users completely, to improve the performance. The optimum crosstalk parameter is derived following an MMSE problem formulation. The resulting precoding matrix has a regularized inverse structure with a regularization parameter that is dependent on the noise covariance matrix and the transmit power constraint ETr [4]
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where, PMMSE is MMSE precoding matrix and
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is regularization factor. A non-zero value of β results in a measured amount of multi-user interference. The amount of interference is determined by β > 0. In practice, the regularization factor is commonly chosen as 
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3.1.9 Non-linear pre-coding
Using non-linear precoding considerable performance improvement over linear precoding can be obtained but with increased complexity. Theoretically Costa [1] show that if normally distributed interference is non-causally known to the transmitter then there exit a code to achieve the capacity as if no interference is present. This is relevance in the theoretic treatment of the capacity of multiuser MIMO broadcast channel. In Gaussian BC, the signal received at each user includes interference from signal meant for other users, and this interference are available non-causally at the transmitter – thus one can employ DPC at the base station to mitigate their eﬀect. DPC is the only optimal, i.e. capacity-achieving, technique for the MU-MIMO BC which is non-degraded Gaussian BC. 

3.2 DPC for Multiuser MIMO

Design of practical dirty paper code is not sufficient for practical code design of the MU-MIMO BC, but it also requires the selection of an appropriate precoding matrix B [13]. So, encoder for Gaussian MIMO broadcast channels consist of two stages, one outer stage implementing DPC followed by an inner precoding stage [12] as shown in Figure 3.12.
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Figure 3.12. Successive coding using DPC and linear precoding. [12]
Outer code builds the intermediate signal 
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from information messages, W1, ..., WK and the knowledge of the channel matrix, H. First users are ordered and then the successive encoding is applied. As user 1 is first encoded, it has no side information so, for first user normal channel coder is used. For all other users, code for previous users is considered as the known interference and DPC is employed to achieve the capacity as if no interference exists. So, it needs 1 standard channel coder and K-1 DPC encoder, where K is number of users.

The inner code generate X, signal to be transmitted, from 
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where, B is precoding matrix. So, transmitted signal is 
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CHAPTER 4: Methodology
1.11 DPC using TCQ/TCM scheme
Figure 4.1 shows the dirty paper encoder using TCQ/TCM scheme. It consists of rate k/n convolution code C1 and rate n/m trellis code C2. H-1 is inverse syndrome former of code C1. Inverse syndrome former maps (n-k) message bits into n bits. Theses n bits determine the trellis structure of the encoder.
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Figure 4.1. TCQ/TCM based DPC implantation.
Here code C2 acts as channel code and cascade of code C1 and C2 acts as the source code. The input sequences (k-bits) to code C1 is to be found, so that output u is closest to partial interference
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. Viterbi decoding algorithm with minimum squared Euclidean distance as metric is used for this purpose. Since interference is going to add on the transmitted signal 
[image: image68.wmf]s

a

is subtracted from u before transmitting signal on the channel. So, x=u-
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1.12 DPC encoder design

4.1.1 Rate k/n code C1

Code C1 of DPC encoder is chosen to be rate ½ convolutional code with constraint length 3, which is shown in Figure 4.2. This is the encoder which can provide maximum error control among rate ½ convolutional codes with constraint length 3. This code has free Hamming distance, dfree of 5 as shown in Appendix A.
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Figure 4.2. Rate 1/2 convolutional code C1 of DPC encoder.

State diagram of encoder in Figure 4.2 is shown in Figure 4.3.
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Figure 4.3. Trellis diagram of encoder shown in Figure 4.2.

4.1.1.1 Syndrome former and inverse syndrome former of code C1
Simple way to construct syndrome former and inverse syndrome former for convolutional codes is described in [17]. For a rate k/n binary linear convolutional code C with k×n generator matrix G, it is shown that the Syndrome Former (SF) can be implemented using linear sequential circuit speciﬁed by an n × (n − k) transfer matrix HT
 which satisfies condition shown in Equation 4.1.
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where, G is generator matrix and HT is syndrome former. This constraint makes sure that all valid codewords are associated with all-zero syndrome.
The inverse syndrome former, 
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, takes the left inverse of the SF as described in Equation 4.2. It generates a coset representative sequence from a syndrome sequence, s.
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Where, (H-1)T and HT are inverse syndrome former and syndrome former respectively. Solving Equations 4.1 and 4.2 syndrome former and inverse syndrome former of any convolutional code can be obtained [17]. The SF-ISF pairs are not unique for a given code. Any linear sequential circuit having the required number of inputs and outputs and meeting above two constraints specified by Equations 4.1 and 4.2 should work, but complexity could vary.
For encoder shown in Figure 4.2 generator matrix is 
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. where, D is a delay element. For this generator matrix SF and ISF satisfying Equations 4.1 and 4.2 can be chosen as below

[image: image76.wmf]ú

û

ù

ê

ë

é

+

+

+

=

2

2

1

1

H

D

D

D

T

                4.3
and 
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Syndrome former in Equation 4.3 is implemented in Figure 4.4 and inverse syndrome former in Equation 4.4 is implemented in Figure 4.5.
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Figure 4.4. SF of encoder shown in Figure 4.2.
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Figure 4.5. ISF of encoder shown in Figure 4.2.
4.1.2 Rate n/m code C2
Rate 2/3 Trellis coded modulation (TCM) is chosen for code C2 of DPC encoder shown in Figure 4.1. TCM can improve the reliability of digital transmission system without bandwidth expansion and reduction of data rate. Normal channel codes such as block and convolutional codes improve the performance of the communication system by expanding the bandwidth. The Euclidean distance between the transmitted coded waveforms would be increased with the use of coding, but at the price of increasing the bandwidth. Trellis-coded modulation is a coded modulation scheme that can increase the noise immunity and simultaneously do not increase the bandwidth. [18]
The innovative aspect of TCM is the concept that convolutional encoding and modulation should not be treated as separated entities, but rather as a unique operation. So, the received signal is processed by combining the demodulation and decoding in a single step, instead of being first demodulated and then decoded. The consequence of this is that parameter governing the performance of the transmission system using TCM over the AWGN channel is not free Hamming distance as that of the convolutional code but rather the free Euclidean distance between the transmitted signal sequences. Thus, the optimization of the TCM design will be based on the Euclidean distances rather than the Hamming distances, and choice of the code and of signal constellation will not be performed in separate steps.[18]
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Figure 4.6. Rate 2/3 TCM for code C2 of DPC encoder.

Simple rate 2/3 TCM with maximum Euclidean distance is shown in Figure 4.6. It has squared Euclidean distance of 4 as shown in Appendix B. At each time instant input message is grouped into block of 2 bits. One bit is encoded by rate ½ convolutional encoder and next bit is passed uncoded. Convolutional encoder is the modeling of the memory part of the TCM encoder. It determines the number of states of the TCM encoder and its trellis structure. 
As shown in Appendix A and Appendix B, the best convolutional code is not best one to use in TCM encoder. It is due to presence of the uncoded bit. Presence of uncoded bit causes parallel transition in the trellis structure of TCM as shown in Figure 4.7. Set partitioning is used to map the encoded digits into corresponding constellation points.
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Figure 4.7. Trellis structure of TCM encoder shown in Figure 4.6.

The new concept of the TCM that led to the noticeable gain is due to use of signal set partition to provide redundancy for coding, and to design coding and signal mapping functions jointly so as to maximize the “free distance” (minimum Euclidean distance) between coded signal sequences [18]. Set partitioning concept is shown in Figure 4.8 for 8-PSK modulation. Set partitioning successively divides the signal set into smaller subsets with maximally increasing smallest intra-set distances. For original 8-PSK signal constellation, the minimum Euclidean distance, 
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is 0.7654. After first partition there are two subsets B0 and B1 for which the minimum-squared Euclidean distance between any pair of output sequences is
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. After the second partition there are four subsets C0, C1, C2 and C3 and the minimum-squared Euclidean distance between any pair of output sequences is
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. So the square minimum intra-set distance of subset doubles after each split, i.e. each subset partition contributes 3dB-coding gain [18]. The labelling (y2y1y0) in set partitioning is same as in Figure 4.6. Output of convolutional code (y1y0) selects one of the subsets C0, C1, C2 and C3. Then the uncoded output determines one of the constellation points within the subset.
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Figure 4.8. Set Partitioning for 8-PSK Modulation.

With this set partitioning the 8-PSK signal constellation points can be assigned binary code as shown in Figure 4.9.


[image: image86.emf]000

001

010

011

100

101

110

111


Figure 4.9. 8-PSK constellation points.

4.1.3 Viterbi algorithm
Cascaded code C1 and C2 acts as the source code which uses Viterbi algorithm with minimum squared Euclidean distance as a metric to find the input sequences so that output u is closest to partial interference
[image: image87.wmf]s
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. The Viterbi algorithm is used to decode convolutional binary codes (viewed as a trellis structure) used in communication. It is maximum likelihood decoding algorithm. For the binary symmetric channel, the maximum-likelihood decoding is a minimum distance decoding. So the maximum likelihood detection of a digital stream can be described as finding the most probable path through a trellis of state transitions. Viterbi algorithm finds the most likely path through the encoder Trellis. The Viterbi Algorithm can be described in four steps:

Step1: Beginning at time unit j = m, compute the Branch Metric for each path entering to each state. 
Step2: Increase j by 1. Compute the Path Metric for all the paths entering to a state by adding the Branch Metric of the trellis transition entering that state to the Path Metric of the connecting surviving path at the preceding time unit. For each state, identify the path with the lowest metric as the survivor path. Store the survivor path together with its metric, and eliminate all other paths.

Step3: If j < L + m (L is the length of information sequence), repeat step 2. Otherwise stop.
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Step4: Select the path with minimum metric and decode it by trace back operation.
Figure 4.10. Structure of DPC encoder based on TCQ/TCM.
With C1 and C2 code as described above, Figure 4.10 shows the structure of DPC encoder. Its state diagram is shown in Appendix C. Message to be transmitted is passed though inverse syndrome former of code C1. Its output is XORed with output of code C1 to feed to the code C2. So trellis structure of this encoder depends on the output of inverse syndrome former, i.e. wL, where L is the sequence length (or trellis size). For example, when data-bits are 01 and state input is ‘0’ it will cause the transition from state 0000 to next state 0000 with output as 001, whereas for data bits=10 and state input 0 will cause the state 0000 to go to 0010 with output 010.  So, the trellis structure will change depending on the data bits (d1d2). This means that the connections between states will need to be reconfigured on the fly as a function of data-bits.  Following Figure 4.11 shows an example of how the trellis connections change with data-bits. Also the outputs associated with trellis branches coming out of same state change with data-bits. This is the principal difference between the standard Viterbi algorithm and nested trellis pre-coding. 
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Figure 4.11. Trellis diagram for dpc encoder for state input ‘0’ and different data bits.

The objective of the encoder is to quantize the side information sequence 
[image: image89.wmf]s

a

= α[s(0), . . . , s(L − 1)] using the coset selected by the message sequence wL. The encoder employs trellis coded quantization (TCQ) on the concatenated code C1+ C2 to quantize the side information sequence using Viterbi algorithm.
Viterbi algorithm chooses a path in the trellis that minimizes the Euclidean distance between the two sequences. One of the sequences is the scaled version of interference sequence (αs) which is available at the transmitter non-causally. The other is the sequence of 8-PSK symbols. Architecture of viterbi decoder is shown in Figure 4.12. Branch metric unit (BMU) calculates branch metric (BM) of squared Euclidean distance of all possible trellis transition from scaled interference. Add-compare-select (ACS) unit finds the path metric (PM) for each path terminating to each state from previous path metric and calculated branch metric. The path with the minimum PM is selected as the survivor path for that state and updates their path metrics correspondingly.  Subsequently, the partial path metrics will be stored in the partial path metric memory (PPM) for calculating the next path metrics. Survivor memory unit (SMU) stores all decision results from ACS unit and decodes the final output sequence by trace back operation.
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Figure 4.12. Viterbi decoder architecture.

The architecture shown in Figure 4.12 cannot be used directly for DPC encoder because of dependency of trellis structure on the data bits. Figure 4.13 shows the DPC encoder architecture that performs forward recursion on the trellis, i.e. compute metrics along the trellis. In the figure, state 0 through state 15 on the left hand side are memory location to store metrics of corresponding states from previous stage, and those on the right hand side store the cumulative metrics of the corresponding states for current stage. To accommodate variation in the trellis structure at each stage depending on data bits, a programmable interconnection unit is introduced. This unit determines the trellis structure at each stage using data bits. Then it provides output symbol to BMU via 8-PSK symbol mapper and required partial path metric from previous stage to ACS unit according to the transition of states on the trellis.
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Figure 4.13. Architecture of dpc encoder.

BMU shown in Figure 4.14 computes the square Euclidean distance ((αs-y)2) between the scaled interference sample (αs) and the mapped PSK output (y) for each transition at each stage.
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Figure 4.14. Branch Metric Unit.

ACS unit repeats following ACS procedures for every encoder state at each stage.

· Add – for a state, given the data bits, two states on the previous stage which can move to this state and the output correspond to these transitions are known. To calculate new path metrics for this state, the previous partial path metric of those states which transits to this state are added to the branch metric of corresponding transition.

· Compare, select – among two paths ending to the given state, one (with greater metric) is dropped and other with minimum path metric is selected as survivor path at present stage and is forwarded to the next stage. And path metric of the state is also updated to that of the survivor path.
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Figure 4.15. ACS unit for state S0 and data bits = 01.
where, BM(Si-Sj) is BM for transition from state i to state j, PM_PS(Si) is PM of state i at previous stage and PM_S(Si) is PM of state i at present stage. In Figure 4.15 ACS unit of state 0 for data bits 01 is shown. When data bits = 01 transition to state 0 is from state 0 and state 1 from previous stage. So, partial path metrics of two paths to state 0 are computed and path with minimum partial path metric is selected as survivor path. Then partial path metric of state 0 is updated to PM_S(S0), which is path metric of survivor path, from PM_PS(S0), which is PM of state 0 at previous stage.
The survivor path (i.e. output symbol) for each state and the data-bits (to determine trellis structure) for all stages are also required to be stored. They are required for trace back operation. Once forward recursion is completed trace back operation is performed to obtain the final output sequence. Figure 4.16 shows architecture of trace back operation.
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Figure 4.16. Architecture for the Trace-Back operation.

Starting from the last stage in the trellis, the state with minimum cumulative metric is selected. Then the survivor path determined in forward recursion is followed in backward direction to determine final output symbols. Data bits are used to decide the trellis structure at a particular stage. Current state is state selected at current stage during trace back. Output of survivor path selects one of two paths that transits to current state. Hence with data bits, current state and output symbol of survivor path; previous state, its associated data-bits and its output symbol of survivor path can be determined uniquely from survivor memory during trace back operation. These quantities can now be further utilized to revert back to previous stage. This is continued until the origin of the trellis is arrived. The selected sequence of PSK symbols from the trellis stages by trace back operation is the final output sequence of the DPC encoder.
MATLAB ‘cell array’ is used to implement survivor memory. A cell array is a collection of containers called cells in which different types of data can be stored. Each cell of a cell array contains some type of MATLAB array. In this thesis each cell is a 3x1 array as shown in Figure 4.17. Each cell stores path metric, Survivor path and data bits which are required during trace back operation. Survivor path is the output symbol of survivor path of the trellis.
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Figure 4.17. Survivor memory Organization.

Each cell represents a state. State number is given by the corresponding row of cell array. And column gives the particular stage of the trellis. Hence a row of survivor memory represents a particular state and a column represents a particular stage of the trellis.
4.2 DPC decoder design

At receiving side first received signal is multiplied by scaling factor α which was used to scale interference sequence s at transmitting side. Then it is decoded using viterbi decoder for code C2 of DPC encoder shown in Figure 4.1. Finally the decoded signal is passed through syndrome former of code C1 of DPC encoder, H to get estimate of original message signal, w’. DPC decoder is shown in Figure 4.18.
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Figure 4.18. DPC decoder.

Let the input to the code C2 in DPC encoder of Figure 4.1 be I2. This sequence is given by 
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. Where, I1 is the output codeword of C1. Assuming the sequence I2’ is decoded correctly at output of decoder for C2 in Figure 4.18, the estimated message is,

w’  = I2’.H 

          = (I1 + w.H-1).H 

       = I1.H + w. H-1.H 

       = w

(since I1.H = 0)

which is original transmitted message. Hence the original message can be recovered perfectly in absence of noise.

Decoder for C2 uses viterbi decoder based on trellis structure of code C2, which can be implemented same as one described in section 4.2.3 above. The only difference is that trellis for code C2, shown in Figure 4.7, is same for all stages as opposed to dynamically changing trellis structure of TCQ/TCM encoder. So, viterbi decoding for code C2 is simpler than that described in section 4.2.3. The syndrome former of code C1, shown in Figure 4.4, can be found as shown in section 4.2.1.1 above.
4.3 Implement DPC for MU-MIMO

DPC discussed above can be used in MU-MIMO broadcast channel. For simplicity, multiuser MIMO broadcast channel with single antenna receivers and base station with number of antennas equal to number of receivers is considered. The complete MU-MIMO broadcast system for two receivers is shown in Figure 4.19. Here user 1 is first encoded using TCM encoder to get code word of user 1, u1.User 2 is encoded using DPC encoder and code for user 1 as side information to get u2. For particular time instant code of users is u = [u1 u2]T. 
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Figure 4.19. Complete system for MU-MIMO with base station having 2 antennas and 2 users each having signle antenna.

Precoding matrix multiplies codeword u to obtain signal to be transmitted, x. So,
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This is the signal to be transmitted to the channel. In absence of noise, the received signal at user terminals is,
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Received signal for user 1 is
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Here first term is scaled version of signal for user 1 which is required signal at receiving terminal of user 1. But second term is signal intended for user 2 and acts as additive Gaussian noise for user 1. This is because user 1 is encoded before user 2, so encoder of user 1 does not know second term.

Similarly signal received by user 2 is,
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Here second term is scaled version of signal transmitted to user 2, so this is required signal at receiving terminal of user 2. For receiver of user 2 the first term, which is scaled version of signal transmitted to user 1, is undesired signal. Fortunately, this signal is known to transmitter before encoding the signal for user 2 because user 1 is encoded first. Hence first term, function of u1, acts as interference non-causally known to encoder of the user 2. That’s why using DPC encoder for user 2 capacity for user 2 as if user 1 is not present can be achieved.
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System for three users MU-MIMO BC is shown in Figure 4.20. Data of user 3 is encoded using DPC encoder. While encoding data for user 3, the code of user 1 and user 2 acts as known interference sequences. Following mathematics similar to two user case received signal for users as in Equations 4.5 and 4.6 can be obtained. Received signal for user 1 is
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For user 2,
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and for user 3,
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Using DPC for user 2 and user 3 known intereference can be presubtracted so that its effect is cancelled.
In this way, using DPC for Multiuser MIMO broadcast channel interference to any user from users which are encoded prior to it can be eliminated. But interference from users which are encoded after that user still acts as additive noise and degrades capacity. So precoding matrix, B should be designed in such a way that interference to any user from users which are encoded after it is cancelled.
4.3.1 Pre-coding matrix
To find precoding matrix which satisfies above condition LQ-decomposition [11] of channel matrix can be used.
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Then precoding matrix, B is selected as complex conjugate transpose of matrix Q.
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Now with this precoding matrix the received signal is,
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where, y is received signal, L is lower triangular matrix obtained by decomposing channel matrix H and u is vector containing code word of users. Hence for two user case,
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                         4.9
Simplifying Equation 4.9 received signals on two user receivers are obtained.
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                               4.10
Hence for user 1 the received signal is only the scaled version its code. At the receiver, user 1 divide received signal by 
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For user 2 first term is non-causally known interference which can be presubtracted using DPC and second term is required signal which is used by receiver to estimate original message. User 2 first divide received signal by 
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before decoding it by using DPC decoder. So, interference sequence for DPC encoder of user 2 would be 
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For three user case,
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So, the effect of known interference to all users is presubtracted by DPC encoder and the remaining interference is cancelled by precoding matrix.

CHAPTER 5: Results and discussion
The 16-state encoder shown in Figure 4.10 and corresponding decoder as shown in Figure 4.18 are implemented in MATLAB as described in section 4.1 and 4.3 respectively. Performance of this DPC based on TCQ/TCM scheme is shown in Figure 5.1. As expected BER decreases for higher value of SNR. This simulation result verifies the logic and implementation of DPC adopted in this thesis.
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Figure 5.1. SNR Vs BER curve of 16 state TCQ/TCM DPC.

Figure 5.2 shows gain provided by using DPC technique. In figure, three SNR Vs BER curves are shown. The curve at bottom is for AWGN channel without interference signal. The middle curve is for AWGN channel with interference, but interference is presubtracted using DPC. The DPC is implemented using 16 state TCQ/TCM scheme. And the topmost curve corresponds to AWGN channel with interference, but interference also acts as additive noise because DPC is not used to presubtract interference in this case. The powers of interference for two curves at top are same. From simulation result shown in Figure 5.2, the gain provided by using DPC for interference presubtraction in an AWGN channel can be seen. For AWGN channel with interference, Bit error rate for all values of SNR is reduced when DPC is implemented to presubtract interference. This is because without DPC interference also adds up with noise to degrade the signal quality and increases error rate. 
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Figure 5.2. Gain provided  by using DPC.

In theory, using DPC the performance as if no interference is present at all should be achieved, i.e. the middle curve should coincide to curve at the bottom. But due to different losses on implementation of DPC it is not possible to achieve this. Some of the losses associated with the implemented DPC can be recovered using TCQ/TCM scheme with stronger source code and channel code by using encoder with more states.
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Figure 5.3. Comparision of gain provided by 16-state DPC and 64-state DPC.

Figure 5.3 shows the gain provided by 64-state DPC, described in Appendix D, over the gain provide by 16-state DPC shown in Figure 4.10. From this result it is clear that 64-state DPC provides more gain over 16-state DPC. For both encoders channel code, i.e. code C2 of DPC shown in Figure 4.1, is chosen to be the same. 64-state DPC encoder shown in Figure D.1 has vector quantizer of higher dimension than that of 16-state encoder so it can provide higher gain.
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       Figure 5.4. SNR Vs BER curves of DPC with full interference presubtraction and PIP.

Section 3.2.3 shows that instead of presubtracting full interference, total noise power at receiver can be reduced by presubtracting only partial interference, 
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where scaling factor,
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 = SNR/(SNR+1). So with PIP error rate for all value of SNR can be reduced compared to that of full interference presubtract as shown in Figure 5.4.
When DPC is implemented for MU-MIMO broadcast channel the DPC encoder presubtract interference to the second user due to first user. But the interference to first user due to second user is forced to zero by inner coder. Performace of DPC for MU-MIMO broadcast channel in two user scenario is shown in Figure 5.5.
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Figure 5.5. SNR vs BER curves for two users MU-MIMO.

Figure 5.6 and Figure 5.7 shows the SNR vs BER curves of MU-MIMO broadcast channel for three and four users system respectively. In case of three user MU-MIMO broadcast channel, interference to first user is force to zero. While for second user, code transmitted to first user is interference known in advance, which is presubtracted using DPC; and interference to second user due to third user is forced to zero as described in Equation 4.11. Interference to third user due to first and second user both is known non-causally and is presubtracted by DPC. That’s why performance of both user 2 and user 3 are comparable although there is high interference to user 3 than that for user 2. For four user MU-MIMO broad system also performance of other users except first user is comparable as shown in Figure 5.7.
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Figure 5.6. SNR vs BER curves for three user MU-MIMO.
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Figure 5.7. SNR vs BER curves for four user MU-MIMO.

CHAPTER 6: conclusion

During this thesis work study on the concepts behind DPC and implementation issues of DPC have been conducted. DPC is an encoding technique to mitigate the effect of interference that is known to the encoder. This thesis designs DPC based on nested trellis using TCQ/TCM scheme. Best covolutional code is selected and it is cascaded with best TCM to form DPC encoder. Among given convolutional codes, the one with maximum hamming distance is the best. In case of TCM, the code with maximum square Euclidean distance is the best one. DPC is joint source and channel code design problem, where TCM acts as channel code and cascading of convolutional code and TCM acts as source code. Source coding implements vector quantization using viterbi algorithm. As trellis structure of DPC is changing on the fly depending upon input data, standard viterbi decoder cannot be used for DPC encoder. So, some modification is needed in standard viterbi decoder to accommodate variation in the trellis structure at each stage. Programmable interconnection unit is introduced on standard viterbi decoder to realize the dynamically changing trellis structure. MATLAB cell array is used to implement survivor memory of viterbi decoder. Each cell represents a state at each stage of the trellis. Each cell stores path metric, survivor path and data bits to facilitate the trace back operation to find final output sequences. 

In MU-MIMO broadcast channel, there exists inter-user interference known to encoder so DPC is the best encoding technique for MU-MIMO broadcast channel. This thesis implements DPC for MU-MIMO broadcast system with single antenna receivers and base station with number of antennas equal to number of receivers. All simulations in this thesis are carried out in MATLAB.
Interference in communication system also acts similar to noise to degrade its performance. But DPC can be used to cancel the effect of interference that is known to the encoder non-causally. As effect of interference is reduced BER for particular value of SNR is also reduced using DPC. The gain of DPC increased with increasing state of DPC encoder. In MU-MIMO broadcast channel, for first user there is no known interference but for other users code for users encoded previously is known interference. This known interference is presubtracted by DPC. Performance of all users except first user is identical for all SNR because interference is presubtracted to all users due to DPC and only noise degrades the performance of these users.
This thesis considers MU-MIMO broadcast channel with multiple receivers each with single antenna and base station with number of antennas equal to number of receivers. This work can be extended to the MU-MIMO broadcast system with each receiver having multiple antennas. Further, performance can be evaluated when number of antennas at base station is more or less than sum of antennas on all user terminals.
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Appendix A: Convolution code
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Convolutional encoder is a finite state machine. It can be implemented using D flip flops and XOR gates. Consider two convolutional encoders of rate ½ and constraint length 3. The one shown in Figure A.1 has generator matrix 
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 and generator matrix of convolutional code shown in Figure A.2 is 
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Figure A.1. First convolutional code
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Figure A.2. Second convolutional encoder.
Commonly convolutional encoders are represented by their trellis diagram. Trellis diagram is similar to state diagram; but in trellis diagram events occurring at different time instances are represented separately. Both encoders shown in Figure A.1 and A.2 has two memory elements so trellis diagrams shown in Figure A.3 have four states.
The parameter governing the performance of the transmission system using convolutional code is free Hamming distance, dfree of the code. Free distance is defined as the minimum hamming distance between any two distinct code words in the code. A large dfree implies that the paths in the trellis are far apart and hence, capacity to combat noise increases. 
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    ii)  For encoder of Figure A.2
Figure A.3. Trellis structure.
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Hamming distance of all code words from the all-zero code word can be computed and minimum value among these hamming distances gives dfree as shown in Figures A.4 and A.5.
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Figure A.4. Free distance of encoder shown in figure A.1.
Figure A.5. Free distance of encoder shown in Figure A.2.
Higher the dfree of convolutional enocoder greater is the noise immunity. The free distance of encoder shown in Figure A.1 and A.2 are 5 and 3 respectively as shown in Figure A.4 and A.5. So the convolutional encoder shown in Figure A.1 is best than that shown in Figure A.2.
Appendix B: TCM
[image: image151.emf]0

4

2

6

2

6

0

4

1

5

3

7

3

7

1

5

00

01

10

11

00

01

10

11

Present

state

Next

state

Trellis coded modulation (TCM) includes convolutional code. Convolutional code in TCM determines trellis structure of TCM code and uncoded bit introduces parallel transition in trellis structure of TCM. Consider two encoders for trellis coded modulation as shown in Figure B.1 and B.2.
Figure B.1. TCM using convolutional encoder shown in Figure A.1.

The encoder shown in Figure B.1 uses the convolutional encoder shown in Figure A.1. And the encoder shown in Figure B.2 uses the convolutional encoder shown in Figure A.2 as its convolutional encoder part.
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Figure B.2. TCM using convolutional encoder shown in Figure A.2.
Trellis structure of these encoders are shown in Figure B.3, which are similar to that shown in Figure A.3 except the presence of parallel transition for each transition on the trellis.
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Figure B.3. Trellis structure of TCM encoder.
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The parameter governing the performance of the transmission system using TCM is squared Euclidean distance, d2free rather than Hamming distance. 

Figure B.4. Squared Euclidean distance of encoder shown in Figure B.1.

In Figure B.4 SED (squared eucliean distance) of path shown in dotted line with all zero path is 3.1717 (SED(0,7)+ SED(0,2)+ SED(0,7)). And SED of parallel transition is 4. So, minimum SED, d2free of this trellis is 3.17171.
In Figure B.5 SED of path shown in dotted line with all zero path is 4.5858 (SED(0,2)+ SED(0,1)+ SED(0,2)) and that of parallel transition is 4. So, minimum SED, d2free of this trellis is 4.
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Figure B.5. Squared Euclidean distance of encoder shown in Figure B.2.
The squared Euclidean distance of encoder shown in Figure B.2 is high. So, TCM encoder shown in Figure B.2 is better than that of Figure B.1. 
Appendix c: state table for 16-state dpc encoder shwon in Figure 4.10
Table C.1. State table for 16-state DPC encoder shown in Figure 4.10 for data bits 00 and 01.
	Present State
	data bits = 00
	data bits = 01

	
	State i/p = 0
	State i/p = 1
	State i/p = 0
	State i/p = 1

	
	Next State
	Output
	Next State
	Output
	Next State
	Output
	Next State
	Output

	0
	0
	0
	10
	3
	0
	1
	10
	2

	1
	0
	2
	10
	1
	0
	3
	10
	0

	2
	1
	4
	11
	7
	1
	5
	11
	6

	3
	1
	6
	11
	5
	1
	7
	11
	4

	4
	2
	3
	8
	0
	2
	2
	8
	1

	5
	2
	1
	8
	2
	2
	0
	8
	3

	6
	3
	7
	9
	4
	3
	6
	9
	5

	7
	3
	5
	9
	6
	3
	4
	9
	7

	8
	6
	2
	12
	1
	6
	3
	12
	0

	9
	6
	0
	12
	3
	6
	1
	12
	2

	10
	7
	6
	13
	5
	7
	7
	13
	4

	11
	7
	4
	13
	7
	7
	5
	13
	6

	12
	4
	1
	14
	2
	4
	0
	14
	3

	13
	4
	3
	14
	0
	4
	2
	14
	1

	14
	5
	5
	15
	6
	5
	4
	15
	7

	15
	5
	7
	15
	4
	5
	6
	15
	5


Table C.1. State table for 16-state DPC encoder shown in Figure 4.10 for data bits 10 and 11.
	Present State
	data bits = 10
	data bits = 11

	
	State i/p = 0
	State i/p = 1
	State i/p = 0
	State i/p = 1

	
	Next State
	Output
	Next State
	Output
	Next State
	Output
	Next State
	Output

	0
	2
	2
	8
	1
	2
	3
	8
	0

	1
	2
	0
	8
	3
	2
	1
	8
	2

	2
	3
	6
	9
	5
	3
	7
	9
	4

	3
	3
	4
	9
	7
	3
	5
	9
	6

	4
	0
	1
	10
	2
	0
	0
	10
	3

	5
	0
	3
	10
	0
	0
	2
	10
	1

	6
	1
	5
	11
	6
	1
	4
	11
	7

	7
	1
	7
	11
	4
	1
	6
	11
	5

	8
	4
	0
	14
	3
	4
	1
	14
	2

	9
	4
	2
	14
	1
	4
	3
	14
	0

	10
	5
	4
	15
	7
	5
	5
	15
	6

	11
	5
	6
	15
	5
	5
	7
	15
	4

	12
	6
	3
	12
	0
	6
	2
	12
	1

	13
	6
	1
	12
	2
	6
	0
	12
	3

	14
	7
	7
	13
	4
	7
	6
	13
	5

	15
	7
	5
	13
	6
	7
	4
	13
	7


Appendix D: 64-state DPC encoder

Consider 64-state DPC encoder as shown in Figure D.1. Channel code, i.e. code C2, of this encoder is same as that of 16-state DPC encoder shown in Figure 4.10.
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 Figure D.1. 64-state TCQ/TCM based DPC encoder.
The code C1 of encoder shown in Figure D.1 is shown in Figure D.2. The syndrome former and inverse syndrome former as shown in Figure D.3 of this encoder can be found using Equations 4.1 and 4.2 respectively. 
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Figure D.2. 16-state convolutional encoder for C1 of DPC.

i) Syndrome former



   ii) Inverse syndrome former
Figure D.3. Syndrome former and inverse syndrome former of encoder shown in Figure D.2.
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Figure � STYLEREF 1 \s �4�.� SEQ Figure \* ARABIC \s 1 �20�. Complete system for MU-MIMO with base station having 3 antennas and 3 users each having single antenna.
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� In this thesis Boldface Capital letter H represents MIMO channel matrix and normal face capital letter H represents syndrome former of convolutional encoder.


� A complex matrix X is a unitary matrix if the inverse of X equals the complex conjugate transpose of X, X-1= XH, that is XXH = XHX = I.
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