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Abstract
Mobile IPv6 is a network layer IP standard which allows nodes to remain reachable while moving around in the IPv6 Internet. It enables a Mobile node to maintain its connectivity to the Internet when moving from one access router to another, a process referred to as handover. Although communications in mobile IPv6 networks can be preserved across handovers, there is a high possibility that these communications could be interrupted due to loss of packets during handovers. So if handovers occur frequently, quality of communications can drop significantly.  

This thesis, at first, describes the operation of mobile IPv6 networks and points out the problems that degrade the communication performance across handovers.  Then after a proxy based handover analysis is done which focuses on how to keep lost packets on proxy router and for how much time to be kept so that the packets can be recovered quickly after handovers. The research is carried out to cache lost packets only and to design a mechanism that filters lost packets only. After completion of this project, a proxy based solution will be proposed for better communication performance across handovers. In addition to the proposed solution, the thesis will also discuss on design and implementation issues by creating the test environment simulated in a local area network with both physical and virtual hosts. 

Keywords: Mobile node, Home agent, PAR, NAR, CN, CoA etc. 
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Chapter 1
Introduction
1.1 Theoretical Background 
With the development of computer networks, many people around the world have been joined to each other. It has facilitated different kinds of communications like text, picture, audio, video etc. However, conventional computer networks require wires as the data communication medium which greatly reduces the mobility of the devices connecting to the networks. Also the wired communication network can restrict the ability of communicating devices to reach every corner of the world. 

Through the development of technology, it has become possible to use wireless communication for computer networks. By using wireless devices, people can communicate with each other from any place at any time to any where in the world.  Since it is too difficult and too expensive to produce small handheld devices that can transmit wireless signals over long distances, lots of access points are set up to solve this problem.  Therefore if a wireless device is moved out of the range of one access point, it will connect with another access point to remain in the networks. This process is called handover. 

1.2 Objectives

The key objectives of this thesis are:

· To know about  how mobile IPv6 operates

· To point out the problems that reduce communication performance across handovers

· To do the research on proxy based recovery analysis for better handover performance

1.3 Scope of the Research
Mobile IPv6 allows nodes to move within the Internet topology while maintaining reach ability and on-going connections between mobile and Correspondent Nodes. Since it supports vastly larger address space and good mobility for connecting to the internet, it will be a very good technology to replace conventional computer networks.  However, the degradation of communication performance during handover is a major issue in Mobile IPv6. If handover occurs frequently, the overall communication performance downgrades significantly. As modern communication requires increasing bandwidth and more accurate timing, removing interruptions from handovers is more important. So if we become able to handle the degradation of communication performance during handover, Mobile IPv6 could be a very good and advanced Internet technology to implement in future. 

1.4 Report Organization

This thesis report is organized in 5 chapters. Chapter 1 includes introduction of thesis, objectives and scope of the research. 
Chapter 2 describes about IPv6, Mobile IPv6, MIPv6 operation, MIPv6 handover process and problems associated with it.

Chapter 3 is research methodology in which the solution for the problems associated with MIPv6 handover is proposed.  
Chapter 4 describes in detail about the simulated testing environment used in this thesis. In this thesis project, testing environment has been created by using real and virtual hosts to test and verify the proposed solution 

Finally the chapter 5 covers experimental part of this thesis project. This chapter mainly focuses on the results and outputs obtained from simulated testing environment and analyses them to verify the proposed solution.
Chapter 2 

Literature Review
2.1 IPv6
IPv6 stands for "Internet Protocol Version 6". It is the "next generation" protocol having 128-bit address space designed by the IETF to replace the currently used protocol Internet Protocol Version 4 (IPv4) which has 32-bit address space. 

Today, most of the networks use IPv4 and also it has been remarkably resilient so far. But now, it is beginning to have problems like: lack of auto configuration, requires large routing tables for internet backbone routers, does not support prioritized delivery etc. Most importantly, there is a growing shortage of IPv4 addresses, which are needed by all new electronic devices added to the Internet. 

IPv6 fixes a number of problems in IPv4, such as the limited number of available IPv4 addresses. It also adds many improvements to IPv4 in areas such as efficient and hierarchical routing, addressing and network auto configuration. IPv6 is expected to gradually replace IPv4, with the two coexisting for a number of years during a transition period. 

IPv6, when deployed on a large scale, would solve many current networking problems. Its 128-bit addresses would adequately solve the address shortage problem. Then it will eliminate the largely used Network Address Translation (NAT) which losses the end-to-end property of the Internet. This loss of the end-to-end property complicates the deployment of true peer-to-peer (P2P) applications.
2.2 IPv6 Features

The main features of IPv6 protocol which make it an advanced technology to replace currently used IPv4 protocol are:

· New header format

· Large address space

· Efficient & hierarchical addressing and routing infrastructure

· Stateless and stateful address configuration

· Built in security

· Better quality of service support

· New protocol for neighboring node interaction

· Extensibility
2.3 IPv6 Header Format

The IPv6 header has a new format that is designed to have a header overhead.  The IPv6 header is only twice the size of IPv4 header, even though the number of bits in IPv6 address is four times larger than IPv4 addresses. This is achieved by moving both nonessential and optional fields to extension headers that are placed under the IPv6 header.

	Version (4)
	Traffic Class (8)
	Flow Label (20)

	Payload Length (16)
	Next Header (8)
	Hop Limit (8)

	Source Address (128)

	Destination Address (128)
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Let’s come in details about each fields of IPv6 header.

· The 4-bit Version field = 6, for IPv6

· The 8-bit Traffic Class field is available for use by originating nodes and/or forwarding routers to identify and distinguish between different classes or priorities of IPv6 packets.

· The 20-bit Flow Label field may be used by a source to label sequences of packets for which it requests special handling by the IPv6 routers, such as non-default quality of service or "real-time" service.

· The 16-bit Payload Length field is a 16-bit unsigned integer, which indicates the length of the IPv6 payload, i.e., the rest of the packet following this IPv6 header, in octets.  (The length of extensions is included).

· The 8-bit Next Header field is an 8-bit selector that identifies the type of header immediately following the IPv6 header.  (The values are the same as those in the IPv4 Protocol field). 

· The 8-bit Hop Limit field is an 8-bit unsigned integer that decrements by 1 by each node that forwards the packet.  The packet is discarded if Hop Limit decrements to zero. 

· The 128-bit Source Address field contains the address of the packet’s originator. 

· The 128-bit Destination Address field contains the address of the packet’s recipient.

2.4 IPv6 Addressing
IPv6 addresses are 128-bit identifiers and sets of interfaces.  IPv6 addresses are mainly categorized into three types:
· Unicast Address: an identifier for a single interface.  Unicast addresses are regular addresses used for one-to-one communication.  A packet sent to a unicast address is delivered to the interface identified by that address.
· Anycast Address: An identifier for set of interfaces (typically belonging to different nodes).  A packet sent to an Anycast address is delivered to one of the nearest interface identified by that address.

· Multicast Address: An identifier for a set of interfaces (typically belonging to different nodes).  Multicast addresses are group addresses; packets sent to such an address are delivered to all the interfaces that are interested and have joined the group.  All functions that were performed by broadcasts in IPv4 are performed by using multicast in IPv6.
2.5 Mobile IPv6
Mobile IPv6 (MIPv6) is a protocol developed as a subset of Internet protocol version 6 (IPv6) to support mobile connections. MIPv6 is an update of the IETF (Internet Engineering Task Force) Mobile IP standard (RFC 2002) designed to authenticate mobile devices (known as Mobile nodes) using IPv6 addresses. In traditional IP routing, IP addresses represent a topology. Routing mechanisms rely on the assumption that each network node will always have the same point of attachment to the Internet, and that each node's IP address identifies the network link where it is connected. In this routing scheme, if a mobile device disconnects from the Internet and wants to reconnect through a different network, the device has to be configured with a new IP address, and the appropriate netmask and default router. Otherwise, routing protocols have no means of delivering datagrams (packets), because the device's network address doesn't contain the necessary information about the node's network point of attachment to the Internet. 
Mobile IPv6 describes the protocol operations for a Mobile node to maintain connectivity to the Internet during its handover from one access router to another. These operations involve movement detection, IP address configuration, and location update. The combined handover latency is often sufficient to affect real-time applications. Throughput-sensitive applications can also benefit from reducing this latency. 
Unlike wireless cellular system, mobile IPv6 networks can not handle frequent handovers efficiently due to layer separation. Frequent handovers can severely interrupt ongoing communications within mobile IPv6 networks thus will significantly reduce the performance. Even a single handover can cause detectable performance drop. For the communications where accurate timing is required, it is more important to remove interruptions. 

2.6 Mobile IPv6 Operation

In mobile IPv6 networks, a mobile host is called a Mobile node (MN). The network that a Mobile node originally came from is called the Mobile node’s home network. The IPv6 address used by a Mobile node in its home network is called the Mobile node’s home address (HoA). When a Mobile node stays in its home network, communications between the Mobile node and a remote host is the same as if the Mobile node is a stationary host. A router that supports mobile IPv6 will regularly broadcast router advertisement packets which include network information such as the network prefix. When a Mobile node is away from its home network, it will use these router advertisement packets to generate an IPv6 address that can be used in the foreign network. This IPv6 address is called the Mobile node’s care-of-address (CoA). 
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The Mobile node will then register its home address and the newly formed care-of-address to a home agent (HA) in its home network. This registration is called binding update (BU). A node communicates with a Mobile node using the home address of the Mobile node to send packets. The home agent intercepts these packets, and using a table, tunnels the packets to the Mobile node's care-of address. 

2.7 Mobile IPv6 Handover

The term handover refers to the process of moving Mobile node (MN) from one point of attachment to the internet to another point of attachment. 

2.7.1 Types of Handover

There are different types of handover according to which layers of the communication stack are affected. In general, handovers that only affect the link layer (i.e. L2) without resulting in a change of IP (i.e. L3) state are known as horizontal handovers. An example of this is when a MN moves between different Wireless LAN Access Points that are served by the same IP Access Router. 
Horizontal Handovers

Figure below shows the relatively simple case of a MN moving between APs (Access Points) and thus changing its point of attachment at the link layer. In this case, the different APs are served by the same AR (Access Router). The MN is still considered to be attached to the same ‘link’ from the point of view of the IPv6 layer. Thus, the MIPv6 handover procedure is not triggered because the MN can still use its current CoA (Care of Address). In fact, the IPv6 layer should be completely unaware that movement between APs has taken place provided that the inter-AP handover does not disrupt any IPv6 communication. This type of handover is called Layer-2 (L2) handover.








Vertical Handovers

In vertical handovers, the MN moves between APs that belong to different access routers. This means the MN disconnects from its previous access router and reconnects to new access router and also it takes new IPv6 address. 



                                               



                                                                               

In this project, the study and research are carried out on second type of handover i.e. vertical handover, the problems associated with it and their possible solutions. 

2.8 Mobile IPv6 Handover Process
The mobile IPv6 protocol which is a proposed standard by the IETF enables a Mobile node (MN) to move from one network to another without the need to announce its new IPv6 address. A Mobile node is always addressable by its home address, which is the IPv6 address that is assigned to the node within its home network. When a MN is away from its home network, packets can still be routed to it using the MN’s home address. In this way, the movement of a node between two different networks is completely invisible to transport and other higher-layer protocols. When a MN changes its point of attachment to the Internet from one IPv6 network to another, it will perform the MIPv6 handover procedure. During MIPv6 handover process the following terms and conditions should be followed:

· The MN must detect its movement from original network to a new network through any means.
· It has to configure its new IPv6 address, called Care of Address (CoA) itself and once configured, the MN must inform its home agent (HA) about its new location.

· During the handover procedure, upper layer connections will still be active so the handover process should occur as quickly as possible to minimize disruption from lost and delayed packets.


2.9 Mobile IPv6 Fast Handovers
This is an extension to Mobile Ipv6 called fast handovers for Mobile IPv6. In this extension following terminologies are used: 

Mobile node (MN)          

        A Mobile IPv6 host.      

Access Point (AP)

A Layer 2 device connected to an IP subnet that offers wireless connectivity to an MN. An Access Point Identifier (AP-ID) refers to the AP's L2 address.  Sometimes, AP-ID is also referred to as a Base Station Subsystem ID (BSSID).

Access Router (AR)  

        The MN's default router.

Previous Access Router (PAR)

        The MN's default router prior to its handover. 
New Access Router (NAR)

        The MN's default router subsequent to its handover.

Previous CoA (PCoA)

        The MN's Care of Address valid on PAR's subnet.

New CoA (NCoA)

        The MN's Care of Address valid on NAR's subnet.

Handover

        A process of terminating existing connectivity and obtaining new IP connectivity.       Router Solicitation for Proxy Advertisement (RtSolPr)

        A message from the MN to the PAR requesting information for a potential handover.

Proxy Router Advertisement (PrRtAdv)

A message from the PAR to the MN that provides information about neighboring links facilitating expedited movement detection. The message also acts as a trigger for network-initiated handover.

Assigned Addressing

A particular type of NCoA configuration in which the NAR assigns an IPv6 address      for the MN.

Fast Binding Update (FBU)

A message from the MN instructing its PAR to redirect its traffic (toward NAR).

Fast Binding Acknowledgment (FBack)

A message from the PAR in response to an FBU.
Fast Neighbor Advertisement (FNA)

A message from the MN to the NAR to announce attachment, and to confirm the use of NCoA when the MN has not received an FBACK.

Handover Initiate (HI)

        A message from the PAR to the NAR regarding an MN's handover.

Handover Acknowledge (HAck)

        A message from the NAR to the PAR as a response to HI.


       ---------------------------











         







         


                   ----------------------------


In fast handover, the router that a mobile node connects to before handover is called a Previous Access Router (PAR), and the router that the mobile node will connect to after a handover is called a New Access Router (NAR). This allows a mobile node to connect to a NAR while still connects to its PAR. When the new connection is established, the mobile node can request its PAR to establish a tunnel with the NAR. This tunnel is used for forwarding packets to NAR by PAR rather than sending packets to the mobile node directly. This allows the mobile node to still be able to receive packets from PAR even after the mobile node lost connection with it. So packet lost can be minimized greatly in MIPv6 Fast Handover.

The handover initiation is done by the mobile node sending a Router Solicitation Proxy (RtSolPr) message to the Previous Access Router (PAR) indicating that it wishes to perform a fast handover to a new attachment point. The RtSolPr contains the link-layer address of the new point of attachment, which is derived from the New Access Router’s (NAR) beacon message. The mobile node will receive, in return, a Proxy Router Advertisement (PrRtAdv) message from the PAR indicating the NAR is unknown, known but connected through same address or known and has specified a new prefix that the mobile node should use. Subsequently, the mobile node sends a Fast Binding Update (F-BU) to the PAR using its newly formed CoA. In return the mobile node receives Fast Binding Acknowledgement (F-Back) to indicate successful binding. Tunneling phase creates a tunnel between NAR and PAR. To perform this, PAR sends a Handover Initiation (HI) message to the NAR. In response, PAR receives Handover Acknowledgement (HAck) from the NAR. Finally, the packet forwarding phase is performed to smoothen the handoff until subsequent registration by the mobile node to the home agent is completed. The initiation of forwarding of packets between PAR and NAR is based on an ‘anticipated timing interval’, that is, the network anticipates the time at which the mobile node is likely to handoff. This kind of interval is very difficult to generalize and forwarding too early or too late will result in huge packet losses. After arriving at the new location, mobile node sends a Fast Neighbor Advertisement (F-NA) to initiate the packet flow from NAR to itself.
2.10 Mobile IPv6 Handover Problems
The original IPv6 handover can take up to several seconds. If handover happens more frequently, the overall communication performance will be degraded as a significant amount of time is wasted in handovers. The works in improving mobile IPv6 handovers had successfully reduced the handover period from several seconds down to around 40 milliseconds. A fast handover can greatly reduce the affect of handovers in the whole communication period. 

The second problem associated with Mobile IPv6 handover is loss of packets during handovers. It is because a home agent will tunnel all packets to the old care-of-address before it receives a binding update from the new one. Hence all tunneled packets will be lost after the MN disconnects from its old network.  
The original IPv6 handover can take up to several seconds. If handover happens more frequently, the overall communication performance will be degraded as a significant amount of time is wasted in handovers. The works in improving mobile IPv6 handovers had successfully reduced the handover period from several seconds down to around 40 milliseconds. A fast handover can greatly reduce the affect of handovers in the whole communication period. 

The second problem associated with Mobile IPv6 handover is loss of packets during handovers. It is because a home agent will tunnel all packets to the old care-of-address before it receives a binding update from the new one. Hence all tunneled packets will be lost after the MN disconnects from its old network.  















Chapter 3

Chapter 3

Research Methodology
This chapter describes research methodology of the Mobile IPv6 proxy and analysis of handover performance using the designed proxy.
3.1 Proxy Design
During handovers, packet loss occurs because Home agent tunnels all the packets to the old care-of-address before it receives a binding update from the new one which causes degradation of communication performance.

The role of a mobile IPv6 proxy is to keep copy of all the packets which are lost during handovers and then retransmits them to the mobile node as quickly as possible. The aim is to store lost packets only and for very short time so that packet redundancy will not occur and also prevents from huge space allocation by those packets. So the proposed MIPv6 proxy should be able to capture all the packets from any Correspondent Nodes to mobile node otherwise MIPv6 proxy may not be able to filter lost packets only and become unable to retransmit all the packets that are lost during handovers. Next, the proposed MIPv6 proxy should detect handovers as soon as possible since it needs to store packets immediately after handover starts and has to retransmit lost packets immediately after handover ends.

Since MIPv6 proxy operates in a real time environment, it is necessary to run proxy operations as quickly as possible.  In this project, the required proxy will be implemented in mobile node’s Home agent. Since all the packets from any Correspondent Nodes to mobile node are delivered through Home agent and also it is the first node which gets the information about the movement of MN from one network to another network at first, it will be able to capture all the packets during handover. In fast handover also all the packets during handover are stored in Home agent.  

3.2 Filtration of Packets
During handovers, all the packets from Correspondent Node to mobile node may not be lost. The key objective of this thesis research is to find out lost packets only and keep them on proxy node during handover. If we keep all the packets, there will be the duplication of retransmitted and acknowledgement packets and also it requires huge space to store those packets which decreases the efficiency of fast retransmission.  

So to filter the lost packets only, a reliable mechanism is proposed to determine which packets are lost and which are delivered and only those packets which have been lost are stored on proxy agent for retransmission. Immediately after the completion of handover, retransmission of lost proxy packets from HA to MN will occur.  

3.3 Proposed Mechanism to find out Lost Packets
To determine which packets have been delivered and which have been lost, a mechanism like Multiprotocol Label Switching (MPLS) is proposed. For this, connection between Home agent and mobile node should be connection oriented to exchange packets. Since in connection oriented communication acknowledgement packets are sent for received packets, packet delivery or not can be determined by the acknowledgement packets. During handover, packets from Home agent to mobile node are sent by keeping copy of those packets and wait for acknowledgement of received packets. When the acknowledgement packet arrives then the copy of that received packet is removed and if Home agent does not get the acknowledgement packet, the copy of that packet is kept on proxy as a lost packet. The proposed method of finding lost packets is clearly illustrated in following figure:
To implement the proposed proxy based solution, an application in C is developed which runs on Home agent in userspace mode. Since all the incoming and outgoing packets from any CN to MN go through HA, the application can intercept all the packets during handover. 











3.4 UDP Packets
In this thesis project, proxy based handover analysis has been performed for connection oriented communication i.e. TCP communication. The solution to find out lost packet has been proposed by using acknowledgement packet as shown in figure 3.1. Since in a real time communication like internet phone, video conferencing and streaming of stored audio and video, UDP packets are used where acknowledge packets are not transmitted and the given solution cannot be used. 
In real time traffic, timing considerations are very important because real time applications are highly delay sensitive. For many multimedia applications, packets that incur a sender to receiver delay of few hundred milliseconds are useless. On the other hand, real time applications or multimedia applications are for the most part loss-tolerant because occasional loss only causes occasional glitches which can often be concealed. Therefore due to these two characteristics of multimedia applications, it is better to discard UDP packets rather than to retransmit later. 

So in a Mobile IPv6 also, it is proposed to ignore loss of UDP packets during handovers and only intercept TCP packets for retransmission later. 
Chapter 4

Simulated Environment Setup for Testing
4.1 Setup of Testing Environment

This chapter discusses about the testing environment used in this project to analyze Mobile IPv6 handover performance and verify the proposed solution. Here the test environment is simulated in a local area network having 2 physical hosts and 4 virtual hosts. Since it provides easiness to configure required parameters like network bandwidth, packet roundtrip time etc and also it is much cheaper to implement than real wireless environment having expensive wireless devices, routers and switches, testing environment has been created using virtual hosts. 
The virtual hosts are created on a physical host having following configuration: 

Intel Pentium Core 2 Duo CPU, 2.0 GHz

1.5 GB RAM

2 MB L2 Cache

Win XP Operating System

In which VMware 1.0.4 which is windows application is installed and virtual machines are added into this application. 
Since to add a virtual host in the VMware package, all set of files of OS are installed so there will not be any difference between the output of this virtual environment and real environment. The network between these hosts and IP address configuration are shown in figure below:










	
	Physical Node1
	Physical Node2

	Host Type
	Real
	Real

	Operating System
	Win-XP 2005
	Any OS which is network Compatible to Node1


	
	Home Agent
	Router
	Mobile Node
	Correspondent Node

	Host Type
	Virtual
	Virtual
	Virtual
	Virtual

	Operating System
	Fedora Core 6
	FreeBSD 6.2
	Fedora Core 6
	FreeBSD 6.2



4.1.1 Home agent
Home agent is a key host in this simulated testing environment. It runs on Fedora Core 6 and its role is to intercept and forward packets coming from correspondent node to mobile node. In this testing environment, it also acts as a proxy agent. A program is run on it to filter and store lost packets and retransmits them after handover. 
To measure throughput during handovers, an application called Iperf is run on this Home agent. The server part of Iperf is run on this and client part is run on mobile node. 

The configuration of home agent is given below:

NETWORKING_IPV6=yes

HOSTNAME=localhost.localdomain
IPV6_AUTOCONF=no

IPV6_DEFAULTGW=”2001:d30:101:1ef::1:1”

To configure IPv6 address following command is used:

Ifconfig etho add 2001:d30:101:1ef::1:2/64
4.1.2 Router
This is a virtual FreeBSD host. The role of this router is to provide two or more foreign networks so that a Mobile node can move from one network to another to take place handovers. Since FreeBSD is a router oriented operating system, it is appropriate to use in routers. FreeBSD router automatically sends router advertisement packets from its interfaces. Also, it can be configured to send router advertisement packets from its interfaces alternatively i.e. send from one interface for some time and send from another interface for next time. This feature of router can be used for simulating handovers.
The configuration of router is shown below: 

hostname    = “Router”
ipv6_enable =”yes”

ipv6_gateway_enable=”yes”

ipv6_ifconfig_lnc1=”2001:d30:101:3ef::1:1 prefixlen 64”

ipv6_ifconfig_lnc0=”2001:d30:101:1ef::1:1 prefixlen 64”

ipv6_ifconfig_lnc2=”2001:d30:101:2ef::1:1 prefixlen 64”

rtadvd_enable=”yes”

rtadvd_interfaces=”lnc1 lnc2”

linux_enable=”YES”

sshd_enable=”YES”
4.1.3 Mobile node
It is also a virtual host implemented in Fedora Core 6 operating system. It moves from one network to another to cause handovers and generates new care of address (CoA) automatically by getting router advertisement packets from access router. 
The configuration of Mobile node is as follows:

NETWORKING_IPV6=yes
HOSTNAME=localhost.localdomain

IPV6_AUTOCONF=yes

4.1.4 Correspondent Node
It represents a host in the global internet and communicates with Mobile node. It is implemented in FreeBSD 6.2. The testing results are analyzed based on the communications between this CN to Home agent and Home agent to MN during handovers.
The configuration of Correspondent Node is shown below: 

hostname    = “CN”
ipv6_enable =”yes”

ipv6_gateway_enable=”yes”

ipv6_ifconfig_lnc0=”2001:d30:101:1ef::1:3 prefixlen 64”

linux_enable=”YES”

sshd_enable=”YES”
4.2 Simulating Handovers 
In a real wireless network, a moving wireless device needs to hop from one access point to another to remain connected to the network due to the limitation of transmission range of electromagnetic waves. A moving device may move from one access point to another access point which belongs to the same network. This is called horizontal (Layer-2) handover and in this research, we don’t be concerned about this kind of handover. However, if movement continues, the mobile device moves from one network to another network and this type of handover is called Mobile IPv6 handover which is simulated in the above mentioned simulated testing environment. 
As described in topic 2.8, the mobile node detects its movement by receiving router advertisement packets with different network prefix. So to cause handover in the test environment, the mobile node needs to be able to visit at least two different networks. 
In the given simulated testing environment, router is implemented in FreeBSD OS. FreeBSD automatically sends router advertisement packets through all the network links on the given regular interval of time. Also using scripting of FreeBSD it can be blocked or opened network links for specified time instants. So by using this feature, eth1 and eth2 links of the FreeBSD router can be alternately opened and blocked. When eth1 is opened, MN receives router advertisement packets from this link and configures its IPv6 address using the received network prefix. After a given specified time, eth1 is blocked and eth2 is opened causes MN to get router advertisement packets from eth2 and detects the movement i.e. handover occurs.  The process can be illustrated in the given figure.


4.3 Applications Used

Some applications are used and one is developed for testing and verifying the proposed solution. The applications that are used in this thesis are described below:

4.3.1 Throughput Measurement Application (Iperf)
Iperf is a commonly used network testing tool that can create TCP and UDP data streams and measure the throughput of a network that is carrying them. It allows the user to set various parameters that can be used for testing a network, or alternately for optimizing or tuning a network. Iperf is a client-server application which can be used to simulate communications between two hosts. 
Iperf output contains a time stamped report of the amount of data transferred and the throughput measured. The output of the Iperf is shown in chapter 5.
4.3.2 Packet Tracing Program (Tcpdump)
This is an application which is used for tracing TCP packets at Mobile node, Home agent and Correspondent Node. The difference between these traces is MN doesn’t show lost packets during handovers, CN doesn’t show retransmitted packets during handovers and HA shows all the packets. 
4.3.3 Proxy Application to find out Lost Packets (Palp)
Palp is an application developed in C language that runs on Home agent where all incoming and outgoing packets are intercepted. This application filters lost packets during handovers and keeps them for retransmission so that retransmission doesn’t have to occur from CN to MN. After handover occurs, the application retransmits stored lost packets from HA to MN. 
Chapter 5
Test Results/Outputs and Analyzes
This chapter describes about the results and outputs obtained from simulated testing environment and which are used to analyze and verify the proposed solution.  
5.2 Testing of Performance Drop across Handovers

Iperf application is used to test the performance drop across handovers. The server part of Iperf is run on Home agent and client part is run on Mobile node and Correspondent Node. 
The command to run Iperf server to measure throughput for IPv6 is:

iperf –s –V

Similarly, to run Iperf client the following command is used.

iperf –c 2001:d30:101:1ef::1:2 -V
With no arguments, it takes default values for its parameters like listening port, TCP window size, port, timing, interval, data format etc.  By default server listens on port 5001.

To measure throughput for 15 seconds and display in the interval of one second, following command is used in client Iperf. 

Iperf –c 2001:d30:101:1ef::1:2 –t 15 –I 1 –V

Where 2001:d30:101:1ef::1:2 is IPv6 address of Iperf server. 

Iperf server window is looks like as below:

[image: image3.png][root@localhost “1# iperf

Server listening on TCP port 5881
TCP window size: 85.3 KByte (default)

[ 41 local 2681:d38:18 2 port 5881 conmected with 2601:d38:181:2ef :28c
2981 :fe37:aBad port 36144

[ 41 8.8-15.8 sec 356 MBytes 199 Mbits/sec

[ 51 local 2881:d38:181:1ef::1:2 port 5081 connected with 288
2981 :fe37:aBad port 36145

[ 51 8.8-15.8 sec 341 MBytes 191 Mbits/sec

:438:101:2ef : 28¢





Similarly Iperf client window is displayed as follows. Here the network throughput is measured in 1 second time interval. 

[image: image4.jpg][root@localhost "1#
[root@localhost “I# iperf -c 2001:438:181:1ef::1:2 -t 15 -i 1 -U

Client commecting to 2001:438:181:1e
TCP window size: 16.8 KByte (default)

» TCP port 5881

:fe37:aBad port 36142 conmected with 2881:d

s 20881:430:
30:101: :2 port

[ 3] 8.8- 1.8 sec 19.2 MBytes 161 Mbits/sec
[ 31 1.8- 2.8 sec 23.1 MBytes 194 Mbits/sec
[ 31 2.8- 3.8 sec 24.4 MBytes 285 Mbits/sec
[ 31 3.8- 4.8 sec 21.6 MBytes 181 Mbits/sec
[ 3] 4.8- 5.8 sec 23.8 MBytes 193 Mbits/sec
§ 31 5.8- 6.8 sec 24.2 MBytes 283 Mbits/sec
[ 31 6.8- 7.8 sec 24.9 MBytes 289 Mbits/sec
[ 31 7.8- 8.8 sec 18.1 MBytes 152 Mbits/sec
[ 31 8.8- 9.8 sec 24.9 MBytes 289 Mbits/sec
[ 3] 9.8-18.8 sec 24.8 MBytes 288 Mbits/sec
[ 31 18.8-11.8 sec 21.6 MBytes 181 Mbits/sec
[ 31 11.8-12.8 sec 18.5 MBytes 155 Mbits/sec
[ 31 12.8-13.8 sec 23.6 MBytes 198 Mbits/sec
[ 31 13.8-14.8 sec 25.3 MBytes 212 Mbits/sec
[ 3] 14.8-15.8 sec 22.6 MBytes 198 Mbits/sec
[ 3] 8.8-15.8 sec 348 MBytes 198 Mbits/sec
[ t

root@localhost ~1#




In the above out of Iperf server and Iperf client, the second column is time interval, the third column is size of packet transfer during that time interval and last one is throughput in Mbits/sec.

In the following window of Iperf client, handover has been occurred at 12.0-13.0 sec and in this time interval throughput has been dropped significantly due to packet loss. 

[image: image5.jpg]Client comnecting to 2681:d38:181:1ef::1:2, TCP port 5881
TCP window size: 16.8 KByte (default)

€37:aBad port 33281 comnected with 2881:d

[ 31 8.8- 1.8 sec 17.2 MBytes 144 Mbits/sec
[ 31 1.8- 2.8 sec 24.7 MBytes 287 Mbits/sec
[ 31 2.8- 3.8 sec 22.2 MBytes 187 Mbits/sec
[ 31 3.8- 4.8 sec 19.8 MBytes 166 Mbits/sec
[ 3] 4.8- 5.8 sec 17.6 MBytes 148 Mbits/sec
[ 3] 5.8- 6.8 sec 24.6 MBytes 287 Mbits/sec
[ 31 6.8- 7.8 sec 19.8 MBytes 166 Mbits/sec
[ 31 7.8- 8.8 sec 22.2 MBytes 186 Mbits/sec
[ 31 8.8- 9.8 sec 21.8 MBytes 176 Mbits/sec
[ 31 9.8-18.8 sec 24.7 MBytes 287 Mbits/sec
[ 31 10.8-11.8 sec 22.8 MBytes 184 Mbits/sec
[ 31 11.8-12.8 sec 24.1 MBytes 282 Mbits/sec
[ 3] 12.8-13.8 sec 11.3 MBytes 95.1 Mbits/sec

[ 31 13.8-14.8 sec 23.2 MBytes 195 Mbits/sec
[ 3] 14.8-15.8 sec 23.4 MBytes 196 Mbits/sec
[ 3] 8.8-15.8 sec 318 MBytes 178 Mbits/sec





	
	No Handover
	Handover at once only
	Handover at every 2s
	Handover at every 4s

	Experiment 1
	190 Mbits/sec
	187 Mbits/sec
	180 Mbits/sec
	186 Mbits/sec

	Experiment 2
	188 Mbits/sec
	185 Mbits/sec
	178 Mbits/sec
	185 Mbits/sec

	Experiment 3
	193 Mbits/sec
	191 Mbits/sec
	183 Mbits/sec 
	190 Mbits/sec

	Experiment 4
	192 Mbits/sec
	190 Mbits/sec
	183 Mbits/sec
	189 Mbits/sec


	
	No Handover
	Handover at once only
	Handover at every 2s
	Handover at every 4s

	Experiment 1
	190 Mbits/sec
	182 Mbits/sec
	150 Mbits/sec
	164 Mbits/sec

	Experiment 2
	188 Mbits/sec
	181 Mbits/sec
	142 Mbits/sec
	161 Mbits/sec

	Experiment 3
	193 Mbits/sec
	186 Mbits/sec
	148 Mbits/sec
	169 Mbits/sec 

	Experiment 4
	192 Mbits/sec
	186 Mbits/sec
	146 Mbits/sec
	169 Mbits/sec
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Experiment 2
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Experiment 3
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Experiment 4
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5.3 Analysis
Analyzing the above outputs it is observed that a single handover does not affect the overall performance i.e. degradation of 4.2% in average and after using proxy application it has been only 1.57%. But if handovers occur at every 2s then the throughput drops significantly from about 192 Mbits/sec to 147 Mbits/sec i.e. 23.4%. This degradation is significantly reduced by the use of proxy i.e.  192 Mbits/sec to 181 Mbits/sec i.e. 11.9%, reduced by 11.5%. similarly, the performance during handover at every 4s is in between no handover and handover at every 2s. 
From the above analysis, it is found that if handover occurs frequently the communication performance reduces significantly and at every cases the performance degradation can be greatly reduced by using the proxy based solution proposed in this thesis project. 
5.4 Proxy for Multiple Clients
In the simulated testing environment used here, there is only one mobile node and only one correspondent node. But in real environment there are many mobile and correspondent nodes which use same home agent that has to track all the packets from any CN to MN. For this the developed proxy application has to be enhanced to track all the packets from any CN to MN. This task has been left for future enhancement. 
Discussion and Conclusion
Mobile IPv6 handovers reduce communication performance in IPv6 networks. If mobile devices have to change networks frequently then the communication performance degrades significantly. 

Test results and outputs shown in this report reveal that the reduction of communication performance occurs at every cases of handover. To solve the problems associated with mobile IPv6 handover, a solution has been proposed in chapter 3 and the simulated testing environment along with implementation issues of the proposed solution has been discussed in chapter 4.

The results and outputs obtained from simulated testing environment have verified the proposed solution. Simulated testing environment has been designed in this thesis project using real and virtual hosts. Instead of using real wireless devices, each virtual host has been used as real as possible in the simulated testing environment.
At last, it is concluded that the idea of using proxy based solution is an efficient method to enhance performance during mobile IPv6 handovers.                                

Limitations/Future Enhancements
This thesis research has been tested and analyzed in virtual simulated testing environment. Since the virtual hosts used in this research are fully installed operating system hosts, the output obtained from here may not be different from the outputs obtained from real testing environment. However it would be better to implement the proposed solution in real wireless devices to be confirmed about the solution. 
The future enhancements of this research could be to develop the application to handle multiple clients i.e. TCP tracking system and to handle UDP packets also. However it seems likely to ignore loss of UDP packets during handovers. Second enhancement could be to analyze delay of packet transfer in addition to throughput only.
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Appendix

Sample Code of Proxy Application

#include <stdio.h>

#include <stdlib.h>

#include<unistd.h>


struct pcap_file_header 

{

unsigned long mgc;


unsigned short v_major;


unsigned short v_minor;


Int thiszone;


unsigned long sigfigs;


unsigned long snaplen;


unsigned long linktype;

};
struct pcap_pkthdr 

{


struct timeval ts;


unsigned long caplen;


unsigned long len;

};

Int main()

{


struct pcap_file_header pfh;


struct pcap_pkthdr pp;


unsigned char *old_buf, *new_buf, *curr_buf;


Int ident_no = 0;


unsigned short csum;


Int read_len, write_len;


unsigned long curr_caplen, curr_len;


If((read_len = read (STDIN_FILENO, &pfh, sizeof(struct pcap_file_header)))<0) 


{



perror (“ERROR in palp, int main()”);



exit(-1);


}


If(read_len != sizeof(struct pcap_file_header)) 


{



fprintf (stderr, “ERROR in palp, int main(): did not read full pcap file header, read %u\!=%u.\n”,read_len, 

sizeof
(struct pcap_file_header));



exit(-1);


}


old_buf = calloc (pfh.snaplen, sizeof (unsigned char));

new_buf = calloc (pfh.snaplen – 20, sizeof(unsigned char));



if((write_len = write (STDOUT_FILeNO, &pfh, sizeof(struct pcap_file_header)))<0)


{



perror (“ERROR in palp, int main()”);



exit(-1);


}


If(write_len !=sizeof(struct pcap_file_header))


{



fprintf(stderr, “ERROR in palp, int main(): did not write full pcap file header, write\%u !=%u.\n”,write_len, 

sizeof(struct pcap_file_header));



exit(-1);


}


while((read_len = read (STDIN_FILENO, &pp, sizeof(struct pcap_pkthdr)))>0)


{



If(read_len!=sizeof(struct pcap_pkthdr))



{




fprintf (stderr, “eRROR in palp, int main(): did not read full pcap pkthdr, read %u !=\%u.\n”, 


read_len,sizeof(struct pcap_pkthdr));




exit(-1);



}



If((read_len=read(sTDIN_fILeNO, old_buf, pp.caplen))<0)


 
{



perror (“eRROR in palp, int main()”);



exit(-1);



}



If(read_len != pp.caplen) 



{



fprintf (stderr, “eRROR in palp, int main(): did not read full packet payload, read%u\!=%.\n”,read_len, 

pp.caplen);



exit(-1);



}



curr_buf = old_buf;



curr_caplen = pp.caplen;



curr_len = pp.len;



If(*(curr_buf + 12)== 0x86 && *(curr_buf + 13)==0xdd)



 { 



memcpy (new_buf, curr_buf, 14);



//*(new_buf + 12) = 0x08;



//*(new_buf + 13) = 0x00;



curr_buff += 14;



while (*(curr_buf + 6) == 41)



 {



If(*curr_buf >> 4 != 6) 



{




fprintf (stderr, “eRROR in palp, int main(): strange Ipv6 packet, rewrite\unmodified.\n”);




goto unmodify;



}



curr_buf +=40;



curr_caplen -=40;



curr_len -=40;



}



If(*(curr_buf + 6)!=6 && *(curr_buf + 6) !=17)



 {




goto unmodify;



}



memcpy (new_buf + 14, curr_buf, curr_caplen - 14);



pp.caplen = curr_caplen;



pp.len = curr_len;



if((write_len = write (sTDOuT_fILeNO, &pp, sizeof(struct pcap_pkthdr)))<0)



 {



perror (“eRROR in palp, int main()”);



exit(-1);



}



If(write_len != sizeof (struct pcap_pkthdr))



 {




fprintf (stderr, “eRROR in palp, int main (): did not write full pcap pkthdr, write %u\!=%u.



\n”,write_len, sizeof(struct pcap_pkthdr));




exit(-1);



}



If((write_len = write (sTDOuT_fILeNO, new_buf, pp.caplen))<0) 



{



perror (“eRROR in palp, int main()”);



exit(-1);



}

If(write_len !=pp.caplen) 

{


fprintf(stderr, “eRROR in palp, int main(): did not write full packet payload, write\%u !=%u.\n”, write_len, 
pp.caplen);


exit(-1);

}

}

else 

{


unmodify: 


If((write_len = write (sTDOuT_fILeNO,&pp, sizeof(struct pcap_pkthdr)))<0) 


{


perror (“eRROR in palp, int main()”);


exit(-1);


}


If(write_len != sizeof (struct pcap_pkthdr)) 


{


fprintf (stderr, “eRROR in palp, int main(): did not write full pcap pkthdr, write%u\!=%u.\n”,write_len, sizeof
(struct pcap_pkthdr));


exit(-1);


}


If((write_len = write(sTDOuT_fILeNO,old_buf, pp.caplen))<0) 


{


perror (“eRROR in palp, int main ()”);


exit(-1);


}

If(write_len != pp.caplen) 

{


fprintf(stderr, “eRROR in palp, int main(): did not write full packet payload, write\%u != %u.\n”, write_len, 
pp.caplen);


exit(-1);

}

}

}


If(read_len < 0 )


{


perror (“ERROR in palp, int main()”);


exit(-1);


}


Return 0;

}

Fig 2.1 IPv6 Header Format
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Fig 2.2 Mobile IPv6 Operation in Home Network
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Fig 2.3 Mobile IPv6 Operation in Foreign Network
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Fig 2.4 Handover between same Access Router (Horizontal Handover) 
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Fig 2.5 Handover between two access routers (vertical handover)
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Fig 2.6 Mobile IPv6 Handover Process
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Fig 2.7 Fast Handover of Mobile IPv6
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Fig 2.8 Packet Loss during Handover
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Fig 3.1 Packet Filtering using Acknowledgement Packets














Table 4.1 Physical Nodes Configuration 








Figure 4.2 Simulating Handover











Table 4.2 Virtual Hosts Configuration into Physical Node1














Fig 4.1 Simulated Testing Environment
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Table 5.1 Outputs at Different Cases of Handovers before using Proxy  
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Table 5.2 Outputs at Different Cases of Handovers after using Proxy  
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Fig 5.1 Outputs at Different Cases of Handovers 
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