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ABSTRACT

OFDM is a good multicarrier modulation technique to overcome multipath fading and Inter symbol Interference (ISI). In this modulation technique, the data stream to be transmitted is divided into several lower rate data streams each being modulated on a subcarrier. ISI is eliminated by inserting a small interval known as the guard time interval into OFDM symbols. In order to combat the multipath fading and eliminate ISI almost completely, the length of the guard time interval is chosen to exceed the channel delay spread.

The reduction of error rate in transmitting digital data is another major problem. Forward Error Correction (FEC) code can be used for this purpose. Convolutional code is a good FEC code but for better performance Turbo Code can be used as error correction code. Turbo codes have been widely considered to be the most powerful error control code of practical significance. The combination of OFDM and turbo coding with recursive decoding allows these codes to achieve near Shannon’s limit performance. This thesis is based on performance analysis of Turbo Coded OFDM system. First we analyze uncoded OFDM system and then apply convolutional code as FEC code and later Turbo code as FEC code. We compare and analyze the performance of uncoded OFDM system with convolutional coded and Turbo coded OFDM system.
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CHAPTER 1:
INTRODUCTION
1.1
Background
Wireless technologies are the real explosions in the field of telecommunication. Wireless communication is growing rapidly because the necessity for reaching data anywhere at any time is rising heavily. The demand for reliable connectivity and high-rate data services is increasing which requires novel technologies. This is the reason why Orthogonal Frequency Division Multiplexing (OFDM) is receiving a great attention for a high rate data transmission scheme in a frequency selective fading channel. OFDM is a multi-carrier transmission technique which is used in both wired and wireless communication applications. It is the technique where the frequency spectrum available is divided into many closely spaced carriers, which are individually modulated by low-rate data streams. The close spacing of the carriers is facilitated by the orthogonality between the carriers. 
Although OFDM is regarded as a powerful modulation technique, it has its own challenges. The large Peak-to-average Power Ration (PAPR) of the OFDM signal is the major problem in OFDM system which requires power amplifiers with large linear ranges. The power amplifiers require more back-off which reduces the power efficiency of the system. The phase distortion, time-varying channel and time synchronization are other major problem in OFDM system. The frequency offsets is caused when receiver’s oscillator does not run at exactly the same frequency of transmitter’s oscillator, this is another major problem. This offset causes problem in the orthogonality of the sub-carriers which reduces the performance of the OFDM system. The high speed mobile service causes synchronization error which leads to the loss of orthogonality at the receiver, these results in inter-carrier interference (ICI). The ICI affects both channel estimation and detection of OFDM data symbol. 
Similar to every other communications scheme, the performance of overall system can be improved by adapting channel coding. Several channel coding schemes have been investigated within OFDM systems such as block codes, convolutional codes and turbo codes. In this thesis forward error correction is performed by using turbo codes. The combination of OFDM and turbo coding and recursive decoding allows these codes to achieve near Shannon’s limit performance in the turbo cliff region. For analysis of the OFDM system, first we analyze uncoded OFDM system and then apply convolutional code as FEC code and later Turbo code is used as FEC code. We compare and analyze the performance of uncoded OFDM system with convolutional coded and Turbo coded OFDM system.

Forward Error control codes have been considered a vital part of modern digital wireless systems, which enables reliable transmission over noisy channels. Over the past decade, turbo codes have been widely considered to be the most powerful error control code of practical importance. In 1993, Claude Berrou [4] and his colleagues at ENST, France, announced turbo code as a powerful error control code. They called it turbo code because the impressive power efficiency of the code was partly the result of feeding back information at the decoder output to the decoder input, in a way analogous to the feedback of heat and pressure in a turbo car engine. 

Figure 1.1 shows block diagram of Digital Communication System. Based on the data bits at its input the channel encoder adds code bits to the transmission bit stream. The channel decoder at the receiver uses these extra bits to correct errors introduced into the transmission system by a noisy or fading channel. The injection of extra bits into the transmission stream has the effect that, if the original rate of transmission of useful data bits is to remain the same, the symbol rate over the channel must be increased, thus increasing the bandwidth needed to transmit the signal. Since frequency spectrum is often highly regulated and bandwidth is costly, frequently bandwidth expansion is not an option in modern wireless systems. If the bandwidth is strictly limited, then the effective data rate is decreased by the inclusion of an error correcting code. This drawback can be addressed by replacing the simple, robust signaling schemes such as BPSK, QPSK and their derivatives, used traditionally in wireless digital systems, with higher order modulation schemes, such as 8-PSK, 16-QAM, 64-QAM etc. we refer to these schemes as M-ary modulation schemes[13].
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Figure 1.1: Block diagram of Digital Communication System
1.2
Thesis Objective
 An OFDM system is considered as an effective technique in high data rate transmission under multipath fading channels. In this thesis we analyze the performance of uncoded OFDM system for different modulation schemes over AWGN and Rayleigh fading channel. We then apply Forward Error Correction (FEC) code and analyze the performance improvement of the OFDM system. We first apply conventional convolutional code as FEC and analyze and compare the performance of convolutional coded OFDM system with uncoded OFDM system. Later we develop system model of turbo code and investigate its performance on AWGN and Rayleigh fading channel. We finally compare the performance of turbo coded OFDM and convolutional coded OFDM over uncoded OFDM under AWGN and Rayleigh fading channel.

To sum up, the objective of this thesis is to:

1. Analyze and compare the performance of OFDM system with different modulation schemes.

2. Analyze the influence of interference due to fading channels on an OFDM system.

3. Develop system model of Turbo code and investigate its performance on AWGN and Rayleigh fading channel.

4. Compare performance of turbo coded OFDM and conventional convolutional coded OFDM over uncoded OFDM under AWGN and Rayleigh fading channel.

CHAPTER 2:
OFDM

2.1
Introduction
The development of wireless communication technologies and the emergence of a large number of multimedia services have lead to the increase in the speed and reliability of data transmission. Orthogonal frequency division multiplexing (OFDM) system has been proposed because it can offer variable bandwidth, improved protection to shadow and multipath fading and enhanced robustness due to the insertion of the guard interval. So from a certain extent, the OFDM system can solve the bandwidth requirements for data user. OFDM modulation for wireless network technology is also designed to more fully utilize existing bandwidth, and can very well against the frequency selective fading and narrowband interference. Therefore, using OFDM technique to provide high-speed data transmission has become a hot topic in wireless communication field.

The history of OFDM dates back to the mid 1960 when Chang published his paper on the synthesis of band limited signals for multi-channel transmission. He presents a principle for transmitting messages simultaneously through a linear band-limited channel without ICI and ISI [17]. Shortly after Chang presented his paper, Saltzberg performed an analysis of the performance where he concluded that the strategy of designing an efficient parallel system should concentrate more on reducing crosstalk between adjacent channels than on perfecting the individual channels themselves. Since the distortions due to crosstalk between carriers tend to dominate, this is an important conclusion, which has proven correct in the digital base-band processing [12].

Major contribution to OFDM was presented in 1971 by Weinstein and Ebert who used the Discrete Fourier Transform (DFT) to perform base-band modulation and demodulation [18]. Their system did not obtain perfect orthogonality between sub-carrier over a dispersive channel. Another important contribution was due to Peled and Ruiz in 1980 who introduced the cyclic prefix (CP), solving the orthogonality problem. Instead of using an empty guard space, they filled the guard space with a cyclic extension of the OFDM symbol [19].
2.2
Principles of OFDM

Frequency Division Multiplexing (OFDM) is also known as discrete multi-tone modulation (DMT) which is based on the principle of frequency division multiplexing (FDM), but is it utilized as a digital modulation scheme. In OFDM system the available frequency spectrum is divided into sub-channels and each low rate bit stream is transmitted over one sub channel by modulating a sub-carrier using a standard modulation schemes such as: PSK, QAM. The sub-carrier frequencies are chosen in such a way such that the modulated data streams are orthogonal to each other. The orthogonality is maintained by placing the carriers exactly at the nulls in the modulation spectra of each other.

For a large number of sub-channels, the arrays of sinusoidal generators and coherent demodulators required in a parallel system become unreasonably expensive and complex. The receiver needs precise phasing of the demodulating carriers and sampling times in order to keep crosstalk between sub-channels acceptable. Weinstein and Ebert applied the discrete Fourier transform (DFT) to parallel data transmission systems as part of the modulation and demodulation processes [2]. Since the basis functions of the DFT are uncorrelated, the correlation performed in the DFT for a given sub-carrier only sees energy for that sub-carrier. The energy from other sub-carriers does not contribute because it is uncorrelated. This separation of signal energy is the reason that the OFDM sub-carriers’ spectrum can overlap without causing interference [22]. 
Fig. 2.1 shows the process of a typical FFT-based OFDM system. First of all the incoming serial data is converted from serial to parallel and grouped into k bits each to form a complex number. Here k determines the signal constellation of the corresponding subcarrier, such as 16 QAM or 32 QAM. Next these complex numbers are modulated in a baseband fashion by the inverse FFT and converted back to serial data for transmission. To avoid intersymbol interference (ISI) caused by multipath distortion, a guard interval is inserted between symbols. The discrete symbols are then converted to analog form using digital to analog converter and passed through the channel. The receiver performs the inverse process of the transmitter [2].
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Fig 2.1: FFT-based OFDM system.

2.2.1
Multiple Carriers and its Importance

OFDM is a multicarrier transmission technique which divides the available spectrum into many subcarriers, where each sub-channel is modulated by a low rate data stream. These subcarriers are made orthogonal to one another, that is, independent from each other. The use of multiple carriers follows from the presence of significant levels of multipath. 

Let us suppose that we modulate a carrier with digital information. During each symbol, we transmit the carrier with a particular phase and amplitude which is chosen from the constellation in use. Now let us imagine that this signal is received via two paths, with a relative delay between them. 

If the relative delay is more than one symbol period, it seen that the received signal via the second path acts purely as interference, this is because  it only carries information belonging to a previous symbol or symbols. Such interference is called inter-symbol interference (ISI) and implies that only very small levels of the delayed signal can be tolerated. 

In the other hand if the relative delay is less than one symbol period, it is seen that part of the received signal via the second path acts purely as interference, this is because it only carries information belonging to the previous symbol. The rest of it carries the information from the wanted symbol-but may add constructively or destructively to the main-path information.

From this we know that if we want to cope with any appreciable level of delayed signals, the symbol rate must be reduced sufficiently so that the total delay spread is only small fraction of the symbol period. This shows that in the presence of multipath the information that can be carried by a single carrier is limited. Since one carrier cannot carry the information rate we require, we move to an idea of dividing the high-rate data into many low-rate parallel data streams each conveyed by its own carrier. This led to the development of multiple carrier transmission.

2.2.2
Orthogonality

The sub-carriers in OFDM are made orthogonal to one another, that is, independent from each other. The orthogonality of the sub-channels means that the spectrum of each subcarrier has a null at the centre frequency for the other subcarriers in the system. These results in no interference between the subcarriers, allowing them to be spaced as closed as theoretically possible, i.e. their spectrum can be overlapped, shown in the Fig 2.3, thus increasing the spectral efficiency.
If we consider that the carriers are evenly spaced by [image: image5.png]fu
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 is the period over which the receiver integrates the demodulated signal, then the carriers form an orthogonal set:
The kth carrier can be written as:
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 , and the orthogonality condition that the carriers satisfy is:
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Fig 2.2: Time and Frequency Representation of OFDM Using Guard Interval [2].

2.2.3
Guard Interval or Cyclic Prefix

As discussed earlier, if the relative delay is more than one symbol period, it seen that the received signal via the second path acts purely as interference, this is because  it only carries information belonging to a previous symbol or symbols. Such interference is called inter-symbol interference (ISI). To remove ISI a simple solution is to increase the symbol duration or the number of carriers so that the distortion becomes insignificant. However, this method may be difficult to implement in terms of carrier stability, Doppler shift, FFT size and latency.

One way to prevent ISI is to create a cyclically extended guard interval, where each OFDM symbol is preceded by a periodic extension of the signal itself as shown in the Fig 2.3. The total symbol duration is Ttotal = Tg + T, where Tg, is the guard interval and T is the useful symbol duration. ISI can be eliminated when the guard interval is longer than the channel impulse response, or the multipath delay. Since the insertion of guard interval will reduce data throughput, Tg is usually less than T/4.
[image: image15.emf]
Fig 2.3: Addition of Guard Period to an OFDM Signal

2.3
Mathematical Analysis of OFDM 

2.3.1
Transmitter Structure

The OFDM signal is the superposition of N subcarriers spaced Δf Hz apart. We can write the kth, k = 1, 2. . . N, subcarrier signal as [14]
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where [image: image19.png]Bl



  is the duration of the modulated symbols on each subcarrier. The total system bandwidth B is divided into N narrowband subchannels, each occupied by a subcarrier with symbol duration N times longer than that of a single carrier system employing the same bandwidth. We may then write [image: image21.png]B = — = NAf
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.
To each subcarrier symbol a guard interval Tg is added. ISI is eliminated if Tg is larger than the channel maximal delay spread τmax because all the delayed signal versions arrive at the receiver before the next signal. Each subcarrier signal duration is then T = Ts + Tg. We typically extend each subcarrier signal by Tg, referred to as a cyclic prefix, such that the kth subcarrier signal during the nth time interval is [14]
[image: image23.png]gk() = {exz(iZKkAfL) 0=t<Ts+Tg
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(2.4)


We modulate the kth subcarrier during the nth time interval with data symbol [image: image25.png]


 , from some signal constellation such as BPSK, QPSK or QAM. We then superimpose all N subcarriers to form the nth OFDM block, denoted [14]
[image: image27.png]1
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(2.5)

Then applying a rectangular window to each OFDM block, we obtain the OFDM signal for all time intervals as [14]
[image: image29.png]


 
(2.6)

The Fourier transform of the signal during the nth time interval is then [14]
[image: image31.png]


  
(2.7)

Where each subcarrier has spectrum [14]
[image: image33.png]Gy (f) = Tsinc[nT(f — kAf)]



  
(2.8)

Thus, we see that the subcarrier spectra are sinc pulses, which overlap but are mutually orthogonal, as shown in Fig 2.2. 

We sample the signal [image: image35.png]x, (1)



 at rate B and label the samples as [image: image37.png]


 for [image: image39.png]


. Theses may be written as [14]
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(2.9)

This is an inverse discrete Fourier transform (IDFT) operation. We thus efficiently generate [image: image43.png]x, (1)



 by performing an IDFT of the subcarrier symbols [image: image45.png]


, for [image: image47.png]


, to obtain samples [image: image49.png]


 which are then digital to analog converted to obtain [image: image51.png]x, (1)



. This is shown in Figure 2.1.
2.3.2
Receiver Structure

We Assume that the transmitted OFDM symbol has guard interval longer than the maximum multipath delay, the received signal [image: image53.png]. (t)



 for the nth time interval is a channel perturbed version of the transmitted signal [14]. 
[image: image55.png]() = h,(t) ® x,, () + w,(t)
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Where [image: image57.png]h,(t)



 is the channel impulse response, and [image: image59.png]w, (t)



 is a complex additive white Gaussian noise process with power spectral density [image: image61.png]


 per dimension.

The orthogonal subcarrier signals are obtained by a correlation technique which may be implemented as a discrete Fourier transform (DFT) of N samples[image: image63.png]


, at rate B, of the received signal[image: image65.png]. (t)



. That is, we obtain [14]
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Where [image: image69.png]i



 is a channel and noise perturbed version of [image: image71.png]


. If the channel is approximately constant during each OFDM block, that is the channel coherence time is much greater than T, and the guard interval is sufficient that ISI is negligible, then we may write [14]

[image: image73.png]


 
(2.12)
In this case each subcarrier is multiplied by a complex subchannel gain [image: image75.png]


 and each received symbol is further perturbed by complex additive white Gaussian noise modeled by [image: image77.png]/e



.

CHAPTER 3:
 TURBO CODES

3.1 
Introduction
For reliable information transmission error control coding or channel coding is used. Before the data are exposed to channel which is affected by noise, interference and/or fading, data bits are encoded by channel encoder. At the receiving side data bits are decoded by channel decoder. Thus error control coding adds redundant bits for correctly transmitting the data bits over noisy or fading channel
Turbo code is a powerful Forward Error Correcting code. Turbo code was first presented at the International Conference on Communications in 1993. Until then, it was widely believed that to achieve near Shannon’s bound performance, one would need to implement a decoder with infinite complexity or close. 
3.2 
Shannon Theory
The field of Information Theory, of which Error Control Coding is a part, is founded upon a paper by Claude Shannon [15] in 1948. Shannon calculated a theoretical maximum rate at which data could be transmitted over a channel affected by Additive White Gaussian Noise (AWGN) with an arbitrarily low bit error rate. This maximum data rate, the capacity of the channel, was shown to be a function of the average received signal power, S, the average noise power, N, and the bandwidth of the system, B. This function, known as the Shannon-Hartley Capacity Theorem, stated as:
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(3.1)

If W is in Hz, then the capacity, C, is in bits/s. Shannon stated that it is theoretically possible to transmit data over such a channel at any rate [image: image81.png]


 with an arbitrarily small error probability by use of a sufficiently complicated coding scheme. 

Rather than using S/N, we often use information bit energy per bit to noise power spectral density ratio, Eb/No to allow systems with different coding or modulation schemes to be compared on an equal basis. The two quantities are related by:

[image: image83.png]


 

(3.2)

For the case when transmission bit rate is equal to channel capacity, R=C, we can rewrite Eq. (3.1) as:

[image: image85.png]


 

(3.3)

where, C/W is normalized channel capacity, sometimes referred to as spectral efficiency or throughput(bits/sec/Hz). 
Shannon theory also states that there is a limiting value of  [image: image87.png]


 below which there can be no error-free transmission at any data rate.

Using the identity:
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(3.4)

We can calculate this limiting value of  [image: image91.png]


  by letting:
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(3.5)

Using Eq. (3.4) and Eq. (3.5) and on simplification 
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The value expressed in dB is [image: image97.png]b = —1.59dB



, representing the Shannon bound on [image: image99.png]


. It is not possible in practice to reach this limit, because this would require codes so long, and of such complexity, that it would be impracticable to decode them.

3.3 
A Brief History of Turbo Codes
In 1993, Claude Berrou, Alain Glavieux and Punya Thitimajshima [5] published the paper which first described Turbo Codes. They called it a turbo code, because the impressive power efficiency of the code was partly the result of feeding back information at the decoder output to the decoder input, in a way analogous to the feedback of heat and pressure in a turbo car engine. Berrou and his colleagues showed that a rate ½ turbo code with 16-state decoders, a long interleaver length (256*256=65536) and 18 decoding iterations could achieve BER=10-5 at  [image: image101.png]=07 dB



 with QPSK transmission over the AWGN channel[4][5]. At this spectral efficiency (C/W=1 bits/sec/Hz), the Shannon theoretical limit for arbitrarily low BER transmission is [image: image103.png]=0 dB



. Thus, Berrou and his colleagues approached within 0.7 dB of the Shannon limit. It had been previously been thought that the Shannon Limit on code performance could only be approached using codes with extremely long code-word lengths; i.e. codes which are potentially very complex to decode. Berrou et al. showed this performance could be achieved with a practical, iterative decoding method.
Berrou and his team at the Ecole Nationale Superieure des Telecommunications (ENST), France, had been working on the Soft Output Viterbi Algorithm (SOVA). Their aim was to model the behavior of channel decoders in the same way that one would analyze analogue amplifiers to create a kind of signal-to-noise ratio amplifier. In particular, they tried to achieve feedback with the decoders. The goal was to feedback information from the output of the decoder to the input for re-processing in order to achieve better performance. Initially, the decoder they used consisted of a pair of serially-concatenated SOVA decoders. The researchers realized that good performance could only be achieved if the information generated by each decoder was divided into two types- intrinsic and extrinsic information. Intrinsic information is that which is available to one of the component decoders before it starts its own decoding process. Extrinsic information is that which is derived by each decoder itself. It is the extrinsic information only, they found, that must be passed from one decoder to the other. This principle is fundamental to the operation of turbo codes. 

They saw that the only way to implement the analogue process of feedback on a digital signal processing system was the pass the information between the two component decoders in an iterative manner. They moved to parallel concatenation for hardware design reasons. To achieve ‘standard’ code rates such as ½ or 1/3 with serial concatenation, the two component codes would typically need to have different code rates. They would therefore require different clocks for their internal timing. For parallel concatenation, it is easy to use two identical codes, so only one clock need to be used.

Berrou and his team noted that their new scheme performed surprisingly well at low SNRs. But the scheme also exhibited a marked error floor- the BER struggled to get down below as the SNR increased. One reason, they presumed, was the use of block Interleavers in the scheme. Block Interleavers tend to generate large numbers of error sequences with low weights – that is, error code words which are hard for a decoder to differentiate from correct code words. The large number of such sequences is due to the regularity of block Interleaver structures. The team borrowed the concept of pseudo-random transposition from the field of cryptology, in order to break up the regularity of the interleaving process.

These key components – a soft output algorithm, feedback, iterative decoding, and transmission of extrinsic information, parallel concatenation and non-uniform interleaving – form the basis of turbo codes. Berrou and his team selected these building blocks through a process which combined both trial and error and a thorough knowledge of previous attempts at approaching the Shannon bound.

3.4
Recursive Systematic Convolutional (RSC) Codes
The convolutional coder shown in Fig 3.2(a) has a single input, dk, outputs xk and xkp, and a constraint length K=3. Multiplexing the outputs generates a code of rate R=1/2. This code is called Non systematic code. The convolutional coder shown in Fig 3.2(b) differs in that one of the outputs has been “folded back” and is presenting one of its output sequences at the coder input, making it recursive. The input is also presented as one outputs of the coder, making it systematic. Such coders are thus called recursive systematic convolutional (RSC) coders. The RSC encoder of Fig 3.1(b) is rate 1/2, with constraint length K=3, and generator polynomial G= {g1, g2} = {7, 5}, where g1 is the feedback connectivity and g2 is the output connectivity, in octal notation.
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  Fig 3.1(a) Classical Non Systematic Code        Fig 3.1(b) Recursive Systematic Code (RSC)
3.5
Turbo Encoder: Parallel Concatenation of RSC Codes
The encoder for a turbo code is a parallel concatenation of RSC Convolutional code. Fig 3.2 shows a turbo encoder with RSC encoders characterized by generator polynomial G= {g1, g2} = {7, 5}. The binary input data sequence is represented by Dk= (u1,u2, …., uN). the input sequence is passed into the input of a RSC Convolutional code  and a coded bit stream is generated. The data sequence is then interleaved. That is, the bits are loaded into a matrix and read out in a way so as to spread the positions of the input bits. The bits are often read out in a pseudo-random manner. The interleaved data sequence is passed to a second Convolutional encoder, and a second coded bit stream is generated. The code sequence that is passed to the modulator for transmission is a multiplexed stream consisting of systematic code bits and parity bits from both the first encoder and second encoder.
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Fig 3.2 Turbo Encoder: Recursive Systematic Codes with parallel concatenation.
3.5.1
Encoder Representations
The encoder can be represented in several different but equivalent ways. They are:

1. Generator Representation

2. State Diagram Representation

3. Trellis Diagram Representation

3.5.1.1
Generator Representation
Generator representation shows the hardware connection of the shift register taps to the modulo-2 adders. A generator vector represents the position of the taps for an output. A “1” represents a connection and a “0” represents no connection. For example, the two generator vectors for the encoder shown in Fig 3.1 are g1= [111] and g2= [101] where the subscripts 1 and 2 denote the corresponding output terminals.
3.5.1.2
State Diagram Representation
The state diagram shows the state information of a convolution encoder. The state information of a convolutional encoder is stored in the shift register. The state table and state diagram of RSC encoder of Fig 3.1 (b) is shown in Table 3.1 and Fig 3.3 respectively.
	Current State
	Input (u)
	Output
	Next State

	00
	0
	0
	00

	
	1
	1
	10

	10
	0
	1
	11

	
	1
	0
	01

	01
	0
	0
	10

	
	1
	1
	00

	11
	0
	1
	01

	
	1
	0
	11


Table 3.1 State Table of RSC Encoder characterized by G= {g1, g2} = {7, 5}.


[image: image107.emf]STATE

11

STATE

00

STATE

10

STATE

01

0/1

0/1

1/0

1/1

1/1

1/0

0/0

0/0

Dashed line => input 1

Solid line => input 0


Fig 3.3 State diagram of RSC Encoder characterized by G= {g1, g2} = {7, 5}.

3.5.1.3
Trellis Diagram Representation
The trellis diagram is basically a redrawing of the state diagram. It shows all possible state transitions at each time step. The trellis diagram of RSC Encoder characterized by generator polynomial G= {g1, g2} = {7, 5} is shown in Fig 3.4.

The notation 1/11, the first number is the input bit, which is represented by dashed line for input 1 and by solid line for input 0, the next are two code bits. Of these, the first is what we called the systematic bit; it is same as the input bit. The second bit is the parity bit. Each code uses this trellis for encoding.
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Fig 3.4 Trellis diagram of RSC Encoder characterized by G= {g1, g2} = {7, 5}.
3.5.2
Interleaving
Interleaver is a device for reordering a sequence of bits or symbols. Most of the error control codes work much better when errors in the received sequence are spread far apart. Block Interleaver is a simple Interleaver which is a rectangular matrix such that bits or symbols which were adjacent on writing are spaced apart by the number of rows when reading. The de-interleaving process is simply the inverse of this; writing in column by column and reading out row by row, to achieve the original bit or symbol ordering. Block interleaving is simple to implement, and is suitable where the objective is to spread bursts of errors evenly by a large a distance as possible.

Block Interleaver tends to generate large numbers of codewords with a relatively low weight, and therefore with a relatively low Hamming distance between them due to the regularity of the spreading process. To solve this problem Berrou and Glavieux introduced pseudo-random interleaving into turbo codes. A pseudo-random interleaver is a random mapping between input and output positions, generated by means of some form of pseudo-random number generator. 
3.5.3
Puncturing
To obtain variety in the code rate, puncturing can be done. It is applied to the parity bit sequences [image: image110.png]


 and [image: image112.png]


. Puncturing is illustrated in Fig 3.5 where an alphabet U represents a code bit that is included in the transmitted code bit sequence, and an alphabet P represents a code bit that is excluded or punctured.
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Fig 3.5 Puncture Patterns of Turbo Code

3.6
Turbo Decoding
A block diagram of Turbo decoder is shown in Fig 3.6.  The turbo decoder consists of two component decoders: Decoder1 to decode the sequences from Encoder1 and Decoder2 to decode the sequences form Encoder2. Both Decoder1 and Decoder2 are Maximum a Posteriori (MAP) decoder. DECODER1 takes the received sequence of systematic values [image: image115.png]Vi1



 and the received sequence of parity values [image: image117.png]


  belonging to the first encoder ENCODER1. The output of the DECODER1 is a sequence of soft estimates  [image: image119.png]Loz (uy | )



 of the transmitted data bits Dk . The data [image: image121.png]Loz (uy | )



 is called the extrinsic data, in that it does not contain any information which was given to DECODER1 by DECODER2. This information is interleaved and passed to the DECODER2. DECODER2 takes as its input the interleaved systematic received values [image: image123.png]Vi1



 and the sequence of received parity values [image: image125.png]


 from the second encoder, along with the interleaved form of the extrinsic information [image: image127.png]Loz (uy | )



, provided by first decoder. The second decoder DECODER2 produces as its output a set of values which when de-interleaved using the inverse form of interleaver, constitutes soft estimates [image: image129.png]L, (uy)



 of the transmitted data sequence Dk. This extrinsic data, formed without the aid of parity bits from the first code, is feedback to DECODER1. This procedure is repeated in an iterative manner. However, after several iterations, the two decoders’ estimates of Dk will tend to converge. At this point, DECODER2 outputs a value [image: image131.png]L, (uy | v)



: a log-likelihood representation of the estimate of Dk. This log-likelihood value takes into account the probability of a transmitted 0 or 1 based on the systematic information and parity information from both component codes. More negative values of [image: image133.png]L, (uy | v)



  represent a strong likelihood that is transmitted bit was a 0 and more positive values represents a strong likelihood that a 1 was transmitted.  [image: image135.png]L, (uy | v)



 is de-interleaved so that its sequence coincides with that of the systematic and first parity streams. Then a simple threshold operation is performed on the result, to produce hard decision estimates, [image: image137.png]


, for the transmitted bits. 
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Fig 3.6 A block diagram of a Turbo Decoder
3.7
The MAP Algorithm and its Derivation 
The MAP Algorithm and its derivation is described below [23]:
Let us consider a convolutional encoder with a sequence x=x1x2…xN of N n-bit codewords or symbols at its output, where xk is the symbol generated by the encoder at time k. The corresponding information or message input bit, uk, can take on the values -1 or +1 with an a priori probability P(uk), from which we can define  log-likelihood ratio (LLR)
[image: image139.png]Plux=+1)
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(3.6)


This log-likelihood ratio is zero with equally likely input bits.

Suppose the coded sequence x is transmitted over a memoryless additive white gaussian noise (AWGN) channel and received as the sequence of nN real numbers y= y1 y2 … yN . This sequence is delivered to the decoder and used by the MAP algorithm in order to estimate the original bit sequence uk, for which the algorithm computes the a posteriori log-likelihood ratio [image: image141.png]L (uy ly)



 , a real number defined by the ratio 
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(3.7)
We want to calculate  [image: image145.png]= | Pt 1y)
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 . If  [image: image147.png]L(uy ly) >0



 the decoder will estimate the bit [image: image149.png]u, = +1



 was sent, otherwise it will estimate [image: image151.png]


 was sent. 
Let us observe fig (3.7). It shows a four state trellis section between times k-1 and k. There are 8 transitions between states [image: image153.png]


 and next states[image: image155.png]


. Since transitions are mutually exlusive – just one can occur at a given time – the probability that any one of them occurs is equal to the sum of the individual probabilities, that is [23],
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Where R0 and R1 represent, respectively, the set of transitions from state [image: image161.png]


  to state [image: image163.png]


 originated by [image: image165.png]


 or [image: image167.png]u, = +1



. Thus we get [23]:
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Fig. 3.7 Trellis section between times k-1 and k
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The received N symbol sequence y can be partitioned into three subsequences: a past sequence, [image: image175.png]Vi



, a current sequence (just one symbol), yk, and a future sequence, y>k. Writing [image: image177.png]P(s',s,y) = P(s',S, Ve Vio V1)



and using Bayes’ rule we have [23]
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It happens that if we know the current state Sk = s the received sequence after time k, y>k, will depend neither on the previous state s’ nor on the past or current sequence, y<k and yk, since we are considering a memoryless channel. Therefore,
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Developing the right hand side and noting again that in a memoryless channel if we know the previous state s’ the next state s and the current symbol yk do not depend on the past sequence y<k, we get [23]
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Probability [image: image182.png]a4 (s") =P(s",y=)



 represents the joint probability that at time k – 1 the state is s’ and the received sequence until then is y<k. Probability [image: image184.png]Yi(s',5) = P(y,s Is")



 represents the probability that next state is s and the received symbol is yk given the previous state is s’. Finally, probability [image: image186.png]Bi(s) = P(y.y Is)



 is the conditional probability that, given the current state is s, the future sequence will be y>k.

Thus we will have [23]
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The present: calculation of γ
With the help of the conditional probabilities relation we get for [image: image190.png]Yi(s'.5)



 [23]
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 If state s’ is known the probability that at the next time one of the two possible states s is reached is equal to the probability that the input bit is [image: image194.png]


 (that is, the trellis branch is a solid or a dashed line). So, [image: image196.png]P(s Is") = P(uy)



. For instance, if [image: image198.png]P(u, = +1) =1/2



 and we are in a given state, it is equally likely to reach one of the next states or the other. However, if [image: image200.png]P(u, = +1) =3/5



 then [image: image202.png]P(s'=s)=3/5



. As far as the other factor, [image: image204.png]P(yy Is',s)



, is concerned we should note that the joint occurrence of the consecutive states Sk-1=s’ and Sk=s is equivalent to the occurrence of the corresponding coded symbol xk, that is, [image: image206.png]P(vy Is",s) = Py Ix)



. Therefore,
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Let us go back to [image: image210.png]P(uy)
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 we get immediately
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(3.12)

Which can be conveniently expressed as
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The fraction [image: image218.png]Cypeet /2 /[1 + el ]



 is equal to ½ if the bits [image: image220.png]


 are equally likely. Either way, C1k does not depend on uk being +1 or -1 and so, since it appears both in the numerator and denominator of the a posteriori LLR expression (Eq. (3.9)), it will cancel out in that computation. 

The probability [image: image222.png]P(vy Ixy)



 that n values [image: image224.png]


 are received given n values [image: image226.png]Xp




 were transmitted will be equal to the product of the individual probabilities [image: image228.png]Vi 1x1)



 , [image: image230.png]


. In fact, in a memoryless channel the successive transmissions are statistically independent:
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(3.14)

In the very usual case of n=2 we simply have [image: image234.png](Vi %) = P(Viey 30 )P(Viez 132)



 .

These probabilities depend on the channel and the modulation in use. With BPSK modulation the transmitted signals have amplitudes [image: image236.png]X E. = 1E,



 , where [image: image238.png]


 is the energy transmitted per coded bit. Let us consider an AWGN channel with noise power spectral density N0/2 and fading amplitude a. At the receiver’s matched filter output the signal amplitude is now [image: image240.png]via = axy/E, +n' = +a/E + 1’



, where [image: image242.png]


 is a sample of Gaussian noise with zero mean and variance [image: image244.png]


. Normalizing amplitudes in the receiver we get
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Where now the variance of noise [image: image248.png]


 is [image: image250.png]


. We will have finally,

[image: image251.png]



If we expand Eq. (3.14) we get
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The product of factors [image: image255.png]1 Ec
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 does not depend either on the uk sign or the codeword xk. In fact, the first factor of the product depends only on the channel, the second one depends on the channel and the sequence yk and the third one, in which [image: image257.png]


, depends on the channel and the fading amplitude. This means [image: image259.png]


 will appear both in the numerator and denominator of Eq. (3.9) and cancels out.

The summation [image: image261.png]X1 X Vi



 represents the sum of the element-by-element product of transmitted (xk) and received (yk) words. If we see each of these words as an n-element vector the summation is just their inner product:
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We had seen that [image: image269.png]


. Thus, 
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(3.16)

we can now write the final expression of [image: image273.png]vi(s',5)



 as:
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(3.17)                                                                                                   

Where we have done [image: image277.png]Ci = CypCop- Cy,



 cancels out in the end because [image: image279.png]
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 do.
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. Let us begin with [image: image289.png]


.
The past: calculation of [image: image291.png]



By definition [image: image293.png]a4 (s") = P(s",y<y)



, which we conveniently write as [image: image295.png])
= P(S,¥eps1,
o (s) =
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From the probability theory we know that [image: image299.png]P(A) = X3 P(A B)



, where the summation adds over all possible values of B. therefore, [23]
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(3.18)

The same old memoryless channel argument allows us to write
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However, in order to avoid overflow or underflow it is more convenient to normalize [image: image304.png]


 to its sum over all state transitions, that is, computing
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This normalization does not alter the final LLR result. Now we only have to start from the appropriate initial conditions. In an all-zero terminated trellis they are:
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The future: calculation of [image: image309.png]



The recursive formula for [image: image311.png]


 is obtained the same way. By definition [image: image313.png]Bi(s) = P(yi | 5)



, which we conveniently write as [image: image315.png]Bies(s) = P(ysr—s | s")



. The memoryless argument will lead us now to [23]
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Again it is convenient to normalize [image: image318.png]


 to its sum over all state transitions so instead of using the preceding equation we should use
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From the moment we know [image: image322.png]Bx(s)



 we can compute the other values of [image: image324.png]


. The appropriate initial conditions in an all-zero terminated trellis are
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Iterative decoding
Suppose the first coded bit, [image: image327.png]Xpey



, is equal to the information bit [image: image329.png]i



. Then we can expand Eq. (3.17), repeated here, in order to single out the systematic bit [23]:
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Let us define the second exponential as the new variable
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(3.21)

This variable is just [image: image334.png]X (s',5) = eletavka/2
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:
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Introducing [image: image342.png]X (s',s)



  we will have
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Sets R1 and R0 are associated with input bits +1 and -1, respectively, as we know. Thus, we may substitute these same values of [image: image345.png]i



 in the numerator and denominator. We will get then [23]
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(3.23)

If we now define
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We will finally get
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Or, alternatively,
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is the extrinsic information a decoder conveys to the next one in iterative decoding, [image: image357.png]L, (uy)



is the priori LLR of information bits and [image: image359.png]


 is the channel reliability value.

3.8
The log-MAP and max-log-MAP Algorithm
In these algorithms additions substitute the BCJR algorithm multiplications with the aid of the Jacobeans logarithm [23]
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(3.27)

The Jacobean logarithm is approximately equal to max (a, b). In fact, [image: image363.png]In(1+e7%7")



 is essentially a correcting term. The difference between log-MAP and max-log-MAP algorithms lies on the way about treat the Jacobean algorithm. The former users the exact formula of Eq. (3.27) and the latter uses the approximate expression [image: image365.png]In(e® + e°) & max(a,b)



. Let us unify notation through the function [image: image367.png]max * (a,b)



 [23]:
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(3.28)

There is degradation in performance with the max-log-MAP algorithm due to the approximation. That does not happen with the other, which performs exactly like the original BCJR algorithm. 

New variables are defined:
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Applying natural logarithms to both sides of Eq. (3.17) we get [23]
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The term [image: image379.png]In Cy



 is irrelevant when calculating[image: image381.png]L(uy ly)



. From the recursive equations of [image: image383.png]


 and [image: image385.png]


 we get [23]
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The initial values of A and B in a terminated trellis are:
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 can be interpreted as a branch metric: in [image: image399.png]Ay (s)



 case the metric is computed from the beginning to the end of the trellis; in [image: image401.png]By (s)



 case it is computed from the end to the beginning. 

We have,
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The conditional LLR then becomes [23]
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CHAPTER 4:
Communication Channels
4.1
Introduction

In wireless communications, a practical communication channel is often modeled by a random attenuation of the transmitted signal, followed by additive noise. The attenuation captures the loss in signal power over the course of the transmission, and the noise in the model captures external interference and/or electronic noise in the receiver. Hence, depending on the application, the mathematical model for the communication system includes a model for the distortion introduced by the transmission medium, and termed the communication channel, or channel for short.

4.2
Additive white Gaussian noise (AWGN)
In the study of communication systems, the additive white Gaussian noise (AWGN) channel, with statistically independent Gaussian noise samples corrupting data samples is the usual starting point for understanding basic performance relationships. An AWGN channel adds white Gaussian noise in the signal that passes through it. In constructing a mathematical model for the signal at the input of the receiver, the channel is assumed to corrupt the signal by the addition of white Gaussian noise as shown in Figure 4.1. Therefore the received signal r (t) is the sum of the transmitted s (t) and noise n (t) with a Gaussian probability density function (pdf) given by:

[image: image406.png]p(n) = ﬁexp




(4.1)

AWGN is a reasonably accurate model of thermal noise in the electronic circuitry of a receiver. Because AWGN affects all electronic circuitry, it almost always added to a simulation channel model.


[image: image407.emf]r(t)
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Fig 4.1 Received signal corrupted by AWGN.

4.3
Rayleigh Fading Channel

Raleigh fading [7] [8], is a statistical model for the effect of a propagation environment on a radio signal such as that used by wireless devices. It assumes that the power of a signal that has passed through such a transmission medium (also called a communications channels) will vary randomly or fade according to a Raleigh distribution – the radial component of the sum of two uncorrelated Gaussian random variables. It is reasonable model for tropospheric and ionospheric signal propagation as well as the effect of heavily built up urban environment on radio signals. Raleigh fading is most applicable when there is no line of sight between the transmitter and receiver.

4.3.1
Mathematical Model

Let us consider a transmitted signal [image: image409.png]s(t) = Acos(2nf,t)



 through a multipath fading channel. The received signal can be expressed as:
[image: image411.png]y(t) = A, a; cos (2nf,t +6,)




(4.2)

Where,

· [image: image413.png]


 is the attenuation of the ith multipath component.

· [image: image415.png]


 is the phase-shift of the ith multipath component.

 Note that [image: image417.png]


 and [image: image419.png]


 are random variables. Now the above expression can be written as:
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(4.3)

We introduce two random processes [image: image423.png]X,(t)



 and [image: image425.png]X,(t)



, such that the above equation becomes:

[image: image427.png]y(t) = A{X,(t) cos(2nf,t) — X,(t)sin(2nf.t)]




(4.4)

Where,

[image: image428.png]i
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If the value of N is large (i.e., a large number of scattered waves are present), applying the Central-Limit Theorem, we get approximate [image: image431.png]X,(t)



 and [image: image433.png]X,(t)



 to be Gaussian random variables with zero-mean and variance [image: image435.png]


. The Eq. (4.4) can be rewritten as:

[image: image437.png]y(t) = AR(t)cos (2nf,t +6(t))




(4.5)

Where, 

The amplitude of the received waveform [image: image439.png]R(t)



is given by:

[image: image441.png]R(t) = X,()? + X,(2)?




(4.6)

Since the process [image: image443.png]X,(t)



 and [image: image445.png]X,(t)



 are Gaussian, it can be shown that [image: image447.png]R(t)



has a Rayleigh Distribution with a probability density function (pdf) given by:

[image: image449.png]fR(r) = #gﬁ, >0




(4.7)

The phase of the received waveform [image: image451.png]6(t)



 is given by:

[image: image453.png]



(4.8)

Since the process [image: image455.png]X,(t)



 and [image: image457.png]X,(t)



 are Gaussian, it can be shown that [image: image459.png]6(t)



has a Uniform Distribution with a probability density function (pdf) given by:

[image: image461.png]



(4.9)

It is the amplitude distortion [image: image463.png]R(t)



 that severely degrades performance of digital communication systems over fading channels. It is usually reasonable to assume that the fading stays essentially constant for atleast one signaling interval.
CHAPTER 5:
simulation results and discussion

5.1
Introduction
The simulation is done using Matlab. For analysis of the OFDM system, first we examine the uncoded situation and then we analyze the effect of forward error correcting (FEC) code. First we apply convolutional code as FEC code and analyze and compare its performance with uncoded OFDM. Later we apply Turbo code as FEC code and analyze the performance of Turbo Coded OFDM and compare with uncoded OFDM and convolutional coded OFDM. 
5.2
Matlab Simulation Model

Since the main goal of this thesis is to simulate the Coded OFDM system by utilizing turbo code. The block diagram of the entire system is shown in Figure 5.1.
[image: image464.emf]
Fig 5.1 Turbo Coded OFDM model used for simulation[6]
We measure the performance of the turbo coded OFDM through MATLAB simulation. The simulation follows the procedure listed below [6]:
1. Generate the information bits randomly.

2. Encode the information bits using a turbo encoder with the specified generator matrix.

3. Use QPSK or different QAM modulation to convert the binary bits, 0 and 1, into complex signals.
4. Performed serial to parallel conversion.

5. Use IFFT to generate OFDM signals, zero padding is being done before IFFT.

6. Use parallel to serial convertor to transmit signal serially.

7. Introduce noise to simulate channel errors. We assume that the signals are transmitted over an AWGN (Additive White Gaussian Noise) and Rayleigh channel.

8. At the receiver side, perform reverse operations to decode the received sequence.

9. Count the number of erroneous bits by comparing the decoded bit sequence with the original one.

10. Calculate the BER and plot it.
5.3
BER performance of OFDM for different modulations over AWGN

Figure 5.2 shows the BER performance of uncoded OFDM for BPSK, QPSK and 16 QAM digital modulations in accordance with the simulation parameter shown in Table 5.1.

	Simulation parameters
	Values

	Digital Modulation
	BPSK, QPSK, 16-QAM

	FFT Size
	64

	Subcarriers
	64

	Channel
	AWGN


Table 5.1 Simulation parameters of uncoded OFDM for different modulations over AWGN
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Fig 5.2 BER comparison of uncoded OFDM for different modulations
Figure 5.2 shows the results from the simulations of uncoded OFDM over AWGN. The results show that using QPSK at BER 10-3 Eb/No is about 10.5 dB and at BER 10-5 it is about 13.5 dB. It is seen that the bit error rate gets rapidly worse as the SNR drops below 6 dB. However, in the case of BPSK BER is seen to be improved in a noisy channel but at the expense of transmission data capacity. QAM can be used to increase the transmission data capacity in a low noise link. If the Eb/No is > 25 dB QAM can be used for increasing the data capacity.
Table 5.2 gives the SNR Comparisons of uncoded OFDM simulation for different digital modulations at BER of 10-6 dB and 10-5 dB.

	Modulation
	Eb/No for 10-3 BER in dB
	Eb/No for 10-5 BER in dB

	BPSK
	~7
	~9.5

	QPSK
	~10.5
	~13.5

	16-QAM
	~17.5
	~20


Table 5.2 SNR comparison of uncoded OFDM under AWGN channel
To improve the performance of this system FEC code can be used. Convolution code is a good example of FEC code. Convolution coding in OFDM can give performance improvement of some 5 db on AWGN channel over the uncoded OFDM system at BER 10-5. Figure 5.3 shows the results from the simulations. Further improvement in the performance can be obtained by applying turbo coding instead of convolution code. As described in chapter 3, turbo code gives better performance at low SNR.
5.4
BER performance of Convolutional coded OFDM over AWGN

Convolutional code is a good example of FEC code. Figure 5.3 shows that convolutional coding in OFDM can give better performance improvement on AWGN channel over the uncoded OFDM system at required BER.  
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Fig 5.3: Performance analysis between uncoded and convolutional coded OFDM 
Table 5.3 gives the Eb/No performance comparison of convolutional coded OFDM over uncoded OFDM system at BER of 10-5 dB and 10-3 dB. Further improvement in the performance can be obtained by applying turbo coding instead of convolution code.
	Modulation
	Eb/No for 10-5 BER in dB
	Eb/No for 10-3 BER in dB

	Uncoded OFDM (BPSK)
	~ 9.5
	~ 7

	Convolutional Coded OFDM (BPSK)
	~ 4.5
	~ 3

	Uncoded OFDM (QPSK)
	~ 13.5
	~ 10.5

	Convolutional Coded OFDM (QPSK)
	~ 7.5
	~ 5.5


Table 5.3 Eb/No Performance of convolutional coded OFDM over AWGN

5.5
BER performance of Turbo code under AWGN channel for different  

          Iterations

The turbo code is simulated with rate 1/2, polynomial generator G = {13, 15} which is iteratively decoded by Log- MAP for a number of decoding iterations. Figure 5.4 compares the BER performance of Turbo code under AWGN channel for different iterations. From the result it can be observed that, as the number of iterations increases BER performance increases. Here we have simulated up to 5 iterations and is verified that additional number of iterations does not show noticeable difference. The power of the scheme came from the two individual decoders performing the MAP on interleaved versions of the input. Each decoder used information produced by the other as a priori information and output a posteriori information. In present wireless scenario, turbo codes are preferred in UMTS third-generation cellular standard, as standardized by the Third-Generation Partnership Project (3GPP).
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Fig 5.4: Performance of Turbo code under AWGN channel for different Iterations

5.6
Performance analysis of Turbo coded OFDM over AWGN and Rayleigh

          fading channel

Fig 5.5 shows the BER performance comparison between turbo coded OFDM and convolutional coded OFDM over AWGN and Fig 5.6 shows the BER performance comparison between turbo coded OFDM and convolutional coded OFDM over Rayleigh fading channel. The results show that turbo-codes with BPSK modulation give performance improvements of some 2.5 dB on AWGN channel, over the conventional convolutional codes of the same code rate and some 4.5 dB performance improvements on Rayleigh fading channel. Table 5.4 shows the comparison of turbo coded OFDM and convolutional coded OFDM over uncoded OFDM under AWGN and Rayleigh fading channel.
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Fig 5.5: Comparison between TC- OFDM and Convolutional coded OFDM over AWGN[image: image469.emf]2 4 6 8 10 12 14 16
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Fig 5.6: Comparison between TC-OFDM and Convolutional coded OFDM over Rayleigh

	Modulation
	Eb/No for 10-5 BER in dB
	Eb/No for 10-3 BER in dB

	Uncoded BPSK OFDM (AWGN)
	~ 9.5
	~ 7

	Convolutional coded OFDM (AWGN)
	~4.5
	~3

	Turbo coded OFDM (AWGN) with iteration # 2
	~ 3.25
	~2.25

	Turbo coded OFDM (AWGN) with iteration # 5
	~ 2.75
	~1.75

	Uncoded BPSK OFDM (Rayleigh fading)
	> 14
	> 14

	Convolutional coded OFDM (Rayleigh fading)
	~ 7.5
	~ 5.5

	Turbo coded OFDM (Rayleigh) with iteration # 2
	~ 5
	~ 3.75

	Turbo coded OFDM (Rayleigh) with iteration # 5
	~ 4.25
	~ 3


Table 5.4 Eb/No comparison between TC - OFDM and Convolutional coded OFDM

CHAPTER 6:
conclusion

6.1
Analysis and Conclusion

First of all uncoded OFDM was simulated for different modulations over AWGN and BER performance was analyzed. The results show that using QPSK, at BER 10-3, Eb/No is about 10.5 dB and at BER 10-5 it is about 13.5 dB. It is seen that the bit error rate gets rapidly worse as the SNR drops below 6 dB. However, in the case of BPSK BER is seen to be improved in a noisy channel but at the expense of transmission data capacity. QAM can be used to increase the transmission data capacity in a low noise link. If the Eb/No is > 25 dB QAM can be used for increasing the data capacity.
To improve the performance, convolutional code was used as Forward Error Correction (FEC) code. It was seen that convolution coding in OFDM could give performance improvement of some 5 dB on AWGN channel over the uncoded OFDM system at BER 10-5 for BPSK modulation and some 6 dB at BER 10-5 for QPSK modulation scheme.

Next, Turbo code was used as Forward Error Correction (FEC) code. Turbo code was simulated under AWGN channel for different iterations. From the result it was observed that, as the number of iterations increases BER performance increases. Here it was simulated up to 5 iterations and verified that additional number of iterations does not show noticeable difference. The power of the scheme came from the two individual decoders performing the MAP on interleaved versions of the input.
Finally performance comparison of turbo coded OFDM and convolutional coded OFDM over uncoded OFDM under AWGN and Rayleigh fading channel was done. Fig 5.5 and Fig 5.6 shows the comparison between TC-OFDM and convolutional coded OFDM over uncoded OFDM under AWGN and Rayleigh fading channel respectively. Table 5.4 shows the Eb/No comparison between turbo coded OFDM and convolutional coded OFDM over uncoded OFDM. The results shows that turbo-codes with BPSK modulation give performance improvements of some 2.5 dB on AWGN channel over the conventional convolutional codes of the same code rate and some 4.5 dB performance improvements on Rayleigh fading channel.

Thus, from the study of the system, it can be concluded that the performance of uncoded OFDM system could be improved by convolution coding scheme and further improvement on the performance could be achieved by applying turbo coding to uncoded OFDM system.
6.2
Scope of Future Work

The following can be some of the extensions of the present work:

1. Performance analysis of turbo coded OFDM system under additional real-world channel impairments, such as multipath fading, time dispersion and Doppler spread which leads to inter symbol interference (ISI).

2. The main problems with OFDM signal is very sensitive to carrier frequency offset, and its high Peak to Average Power Ratio (PAPR). So, Turbo coded OFDM systems can be tested for these problems.
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