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Abstract
Network analysis and management systems are used by ISPs for daily network management operations and by popular network applications like peer-to-peer systems for performance optimization. However, the high overhead of analysis and management techniques can limit their applicability. 

The thesis investigates various methods for monitoring and management of IP traffic with particular applicability to low bandwidth links. Several forms of visualization for the analysis of historical and real-time traffic data will be done in the thesis. The analysis of network traffic based on traffic, throughput and activity will be done  in the thesis .The load of network will be also discussed in the thesis.  The system for managing the overall bandwidth management  of the organization based on the host  will be proposed in thesis. 

The main objective of thesis is to manage the network of any internet service providers. This includes the management of bandwidth of all the users based on, detect the Intrusion activity based on the host and different methods of generating the reports and alarms. 

Chapter 1

Introduction

1.1 Network Analysis and Management
A network analysis and management system periodically records values of network performance metrics in order to measure network performance, identify performance anomalies, and determine root causes for the problems, preferably before customers’ performance is affected. These monitoring and diagnostic capabilities are critical to today’s computer networks, since their effectiveness determines the quality of the network service delivered to customers. The most important performance metrics that are monitored include connectivity, delay, packet loss rate, and available bandwidth.                                    

 
 Traffic measurements are becoming increasingly complex due to the variety of traffic types and the integration of different network media. Although traditional tools such as sniffers and network probes are still useful for traffic measurement, they often limit their scope to network packet analysis and visualization. This means that human operators need to manually perform specific actions when some anomalous traffic conditions happen since they have very limited, if any, support from the above tools.

This thesis covers the design and implementation of Web-based traffic measurement ,monitoring and bandwidth management application. It enables users to track relevant network activities including traffic characterization, network utilization, network protocol usage, congestion detection and bandwidth management. The system extensibility through dynamically loadable software components opens it to extensions by network administrators. In addition, its native security flaw detection facilities allow the system to detect potentially dangerous traffic conditions, and hence to dynamically and autonomously adapt network configuration to tackle the identified problems.

1.2 Motivation

Working as a system administrator I am always suffering from the limited resource. In institute of  engineering we have limited amount of bandwidth but the users demand are very high. Some of the users are consuming very high resources using peer to peer software whether as some user are not getting minimal amount of service.

My thesis work focus on the analysis of the pattern of network traffic and use this pattern to manages network resource efficiently. 
1.3 Objectives

The main objectives of the thesis are:

· Traffic measurement

· Traffic characterization and monitoring

· Detection of network security violations

· Network optimization and planning
· Bandwidth Management
· Network traffic prediction
· Pattern Recognization
Chapter 2

Background

2.1 Packet Sniffer

Network packet capturing software, commonly known as packet sniffers, network sniffers or simply sniffers, are programs or libraries that obtain  data packets flowing through a certain network segment in which the system is connected to by means of a network card. The term sniffer or packet sniffer may be a little confusing. Most software programs capturing packets from a network and processing them, for instance decoding headers information and showing it or extracting data from headers for later calculations, are called sniffers, packet sniffers, network sniffers, packet analyzers or network analyzers indistinctly. In this thesis we are going to refer to the term sniffing as the act of obtaining raw packets from a network card or network interface, and as packet analyzing the act of performing analysis over network data previously obtained. Therefore, packet decoding and analyzing software like tcpdump, Wireshar or OmniPeek (formerly AiroPeek, EtherPeek) for instance, should be considered as sniffers (as all of them rely on a sniffing library) and packet analyzers. In the other hand, libraries like Libpcap or Winpcap for example, should be considered formerly as pure sniffing software libraries.

2.2 Iproute2/tc tool

Iproute2 is a collection of utilities for controlling TCP / IP networking and traffic control in Linux (Kuznetsov and Hemminger,2002), with the objective to realize the QoS implementation in the Linux kernel.Most network configuration manuals still refer to ifconfig and route as the primary network configuration tools, but ifconfig is known to behave inadequately in modern network environments (Kuznetsov and Hemminger, 2002). They should be deprecated, but most distros still include them. Most network configuration systems make use of ifconfig and thus provide a limited feature set. The /etc/net project aims to support most modern network technologies, as it doesn’t use ifconfig and allows a system administrator to make use of all iproute2 features, including traffic control (Kuznetsov and Hemminger, 2002).

Iproute2 is usually shipped in a package called iproute or iproute2 and consists of several tools, of which the most important are ip and tc. ip controls IPv4 and IPv6 configuration and tc stands for traffic control

2.3 Bandwidth Management

There are four key areas of bandwidth management: bandwidth on demand, bandwidth

aggregation, bandwidth augmentation, and switchover.

2.3.1 Bandwidth on demand 

Bandwidth on demand means bandwidth is available when it is needed and charges are

only incurred when data is actually being transmitted over the line. With bandwidth on

demand, a connection is opened only when there is data to send and it is then closed as

soon as the data has been sent. This process is totally transparent to users on the network,

For example, when users are running a Web browser to access a remote Web server via

ISDN, they cause an ISDN connection to be opened at the point of first access to the

Web. While they are reading the data they have received, the connection times out

because no data are king sent or received As soon as they access the next page of

information, the connection is re-opened.
2.3.2 Bandwidth aggregation

Combining the bandwidth of two or more channels of the same type, on the same interface or across interfaces, is termed aggregation. In this situation, when a router

receives the first packet for transmission, a channel is opened to the remote router. A

further channel is then dynamically opened when the number of packets or bytes queued

exceeds a certain value, which is normally user defined. After each new channel is

opened, there is a short delay before a subsequent channel is opened, allowing the

existing queue to be emptied. When the measured data throughput indicates that fewer

channels are needed, data are no longer transmitted on the channel that was opened last-

If both ends stop sending data, the channel is closed after a user-specified time-out. This

latency is used to accommodate bursty traffic patterns.

2.3.3 Bandwidth augmentation

Channels from different interfaces can also be combined. For instance, one channe1 on an

interface is specified as primary while another is specified as secondary. Channels on the

primary interface are used before channel from the secondary interface. This technique

is used to combine bandwidth from  interfaces of similar speed. Adding bandwidth from a

different type of interface is known as augmentation. 

2.3.4 Switchover

Switchover enables traffic to be moved from one circuit to another, depending upon the

traffic rate. A slow-speed leased line running at 2Mbps can be linked to a 4Mbps

ISDN B channel. When the traffic rate on the leased  line reaches saturation, the ISDN

link is opened and traffic moved to it. Once the traffic rate drops below that of the leased

line, the EDN link is closed down and traffic diverted back to the leased line. The

threshold at which traffic switches can be defined by the user. Switchover ensures that

the most cost-effective circuit is always used, and provides a very cost-effective solution

for networks with changing bandwidth needs throughout the day.
2.4 Some Methods for Bandwidth Management

Bandwidth is limited, but the requirement of bandwidth is not. Bandwidth management

involves deciding what traffic has  the highest priority, ensuring that it gets the bandwidth

it needs, and deciding how to handle the lower-priority traffic. Bandwidth management

ensures that network services are used only when required and closed down when there is

no user data transmission . This is critically important when services are king paid

for, regardless of the amount of traffic being transmitted across the network. It also

ensures that optimal services are used for particular applications and/or particular remote

sites, and that extra bandwidth can  be made available when there are unexpected bursts of

traffic. Some methods for bandwidth management are addressed below.

2.4.1 Bandwidth Allocation and Dynamic Bandwidth Allocation

The system, made up of the users as well as the network, has various resources that can

be used to meet service demands. However, in ail realistic systems these resources are

limited and some methods of allocating them is needed when total demand is greater than

the resource limit. Bandwidth allocation is about efficiently allocating the network

bandwidth among the sources. Dynamic bandwidth allocation refers to techniques that allocate bandwidth according to instantaneous demand. 
2.4.2 Bandwidth Sharing and Dynamic Bandwidth Sharing

The bandwidth sharing method relies on sharing the link bandwidth among a number of

connections using one of the following methods:

1) Fair bandwidth sharing is based on sharing the link bandwidth among the different

connections.

2) Bandwidth scheduling assigns a limited amount of bandwidth to a number of

connections according to specific scheduling time slots.

Dynamic bandwidth sharing methods which rely on increased sharing of recourses would

yield better utilization of the network bandwidth. The bursty nature of data could 


be exploited by allowing some users to consume the bandwidth during other users' idle periods

2.4.3 Bandwidth Borrowing

If the whole bandwidth is assigned to ail class of packets, each class is allocated a percentage of the bandwidth. When that limit is reached, normally no more traffic from that class can be forwarded. However, if the network link is not being fully used, a class can borrow bandwidth temporarily from its neighbor class, and send traffic at a percentage that exceeds its allocation. The configuration of a class defines the maximum percentage of bandwidth, including that borrowed, that can be used by any class at any time. Spare bandwidth is allocated temporarily to classes having the highest priority. The proportion of the spare bandwidth given to a class  depends on the percentage of bandwidth configured for the class. For example, suppose 20% of the available bandwidth is not king use& and there are three classes with packets queued. Two of the classes have priority 1, with bandwidths 1% and 9%, and the third class has priority 3 and

bandwidth 11%. The priority 1 classes are given an additional 2% and 18% respectively, and the priority 3 class is not given any additional bandwidth. It is possible to define a class that has 0% bandwidth allocated but may borrow bandwidth from parent class. A packet allocated to such a class is only forwarded if there is no other traffic of higher priority waiting. A class that has 0% bandwidth allocated is given borrowed bandwidth as though it had 1% bandwidth allocated. 

2.4.4 Bandwidth Reservation

Bandwidth reservation means that a request is made to the network to allocate a specific amount of bandwidth for data flow. It allows applications to reserve bandwidth and QoS along the data path. Many new content-rich applications, such as video conferencing, interactive multimedia video games or training programs, need stable, predictable QoS in terms of bandwidth and delay in order to function well. Bandwidth reservation protocol is based on the standard network control protocol RSVP (ReSerVation Protocol), which allows Internet/intranet applications to reserve special QoS for their data. RSVP was proposed by the Internet Engineering Task Force (IETF), and is emerging as a standard protocol for bandwidth management. It is a component of the future Integrated Senices (IntServ) in the Internet. When an RSVP-enabled multimedia application receives data for which it needs a certain QoS, it send  an RSVP request back dong the data path, to the sending application. At each stage dong the route, the QoS is negotiated

with the routers or other network components. Non-RSVP network equipment simply

ignores RSVP traffic and cakes no part in the negotiation.

2.4.5 Preventing Bandwidth Starvation

Bandwidth can be controlled by simple mechanisms such as guarantees and limits. However, priorities provide the most powerful and flexible method to dynamically allocate limited bandwidth. The objective of priorities is to grant preferential privileges to one class of traffic over another. For example, a network manager could gram a higher bandwidth priority for Web traffic than SMTP traffic. There are two types of bandwidth priorities: absolute and weighted. Absolute priority means to assign a priority level to each class of traffic. For example, if there are seven priority levels available for Internet traffic, Web may be given a priority of 7, and smtp  can be assigned a priority of 6. Absolute priority is inefficient because it operates on an all or nothing basis. When the tine is over subscribed, al1 higher priority traffic gets through before any lower priority traffic receives bandwidth. As a result, heavy Web usage may deny bandwidth to all smtp connections. This situation is defined as bandwidth starvation. In order to avoid bandwidth starvation, we have to use weighted priority. Weighted priority allocates available bandwidth based on relative merit or importance. When using weighted priorities, each class of traffic is given a weight that is relative to al1 other weights defined in the management policy. The weights define the basis upon which traffic cometes for available bandwidth

2.4.6 Bandwidth Pricing and Dynamic Bandwidth Pricing

The bandwidth allocated to a user is considered to be a commodity, which is sold by the

network to the user. We view the users as placing a benefit, or willingness-to-pay, on the

bandwidth they are allocated. Given a price per unit of bandwidth. a user's benefit function completely determines that user's traffic  input. Users are assumed to act in their own best interests and to be capable of responding to changes in the price for bandwidth Assigning dynamic priority is difficult. If the red-time applications such as voice and video are given priority to ensure timely delivery, then data traffic may suffer higher loss though it may not be able to tolerate ceil loss as well as voice. On the other hand, if priority is given to data and a lot of buffering is employed, then real-time applications may suffer large variable delays. hence we need a dynamic adaptive inter temporal priority scheme. The priorities should change to track changes in the network state or in the application requirements over multiple time periods. Rather than having a complicated priority scheme, a pricing scheme could be used. The operator would set the benefit functions for the different applications, and could also set different benefit

functions for applications of the same type. Each application would then input traffic according to its assigned benefit function and the current state of the network, as reflected in the prices.

 2.5 Monitoring and Visualization

2.5.1 Monitoring

A network administrator needs to perform some form of traffic monitoring in order to have a foundational basis for making decisions about bandwidth management. This is necessary in order to ascertain what traffic is present on the network and which traffic needs to be factored into an overall management strategy. This same monitoring process allows an administrator to gauge what normal traffic levels on a particular network are. Informed decisions regarding network bandwidth can only be made after monitoring, and the subsequent analysis of collected traffic

data.
There are two type of network monitoring
2.5.1.1 Active monitoring

This is usually an active probe sent out onto the network by the monitoring software, and which by its very nature, consumes bandwidth on the network. Because of this, the type an applicability of a probe should be carefully considered.

2.5.1.1 Passive monitoring

Data is collected passively, either by means of remote RMON1 and SNMP2 agents on networking equipment,or by the accounting software on the local machine. This form of monitoring is not suitable for some measurements, such as determining the actual bandwidth available between two hosts. Passive means would only be able to calculate the bandwidth currently in use or current throughput on a link and subtract this from the theoretical maximum bandwidth or throughput of the link. This value may not be an accurate indication, particularly if there are a number of intervening hops, or if the link is being aggregated into a larger network

‘pipe’ further upstream, and if this pipe is congested. 

2.6 Existing System

For the monitoring of network packet so many software are available in the market.We have configured some of the software and use them for  the anlaysis purpose.The breif explantion and some out put of them are given below.

2.6.1Webmin

Webmin is a program that simplifies the process of managing a Linux or UNIX system. Traditionally, you have needed to manually edit configuration files and run commands to create

accounts, set up web servers, or manage email forwarding. Webmin now lets you perform these

tasks through an easy-to-use web interface, and automatically updates all of the required configuration files for you. This makes the job of administering your system much easier.

Some of the features of webmin includes:
• Creating, editing, and deleting UNIX login accounts on your system

• Exporting files and directories to other systems with the NFS protocol

• Setting up disk quotas to control how much space users can take up with their files

• Installing, viewing, and removing software packages in RPM and other formats

• Changing your system's IP address, DNS settings, and routing configuration

• Setting up a firewall to protect your computer or give hosts on an internal LAN access to

the Internet

• Creating and configuring virtual web sites for the Apache Web server

• Managing databases, tables, and fields in a MySQL or PostgreSQL database server

• Sharing files with Windows systems by configuring Samba
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Fig 2.1: webmin using for the system administation

2.6.2Ntop

Ntop is a Web-based traffic measurement and monitoring application. It was initially written by

the authors to tackle performance problems of the campus network backbone because available

traffic monitoring tools were not satisfactory for the reasons listed above. Similar to the UNIX

top tool that reports processes’ CPU usage, the authors needed a simple tool able to measure

network traffic and report information about captured packets. Ntop then evolved into a more

flexible, extensible, and powerful tool as people over the Internet downloaded it and reported problems and suggestions

Ntop has been developed to give us a simple, free, and portable tool for measuring traffic. Its

development started because we were not satisfied with the existing traffic monitor tools, as

described earlier. ntop focuses on:

• Traffic measurement

• Traffic characterization and monitoring

• Detection of network security violations

• Network optimization and planning
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Fig 2.2: Ntop showing the http request
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Fig2.3: showing the network flow
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Fig2.4: Ntop showing the throughput
2.6.3 Nagios

Nagios is a powerful monitoring system that enables organizations to identify and resolve IT infrastructure problems before they affect critical business processes.Designed with scalability and flexibility in mind, Nagios gives the peace of mind that comes from knowing your organization's business processes won't be affected by unknown outages.Nagios is a powerful tool that provides administrator with instant awareness of your organization's mission-critical IT infrastructure. Nagios allows administatro to detect and repair problems and mitigate future issues before they affect end-users and customers.
Features of Nagios

By using Nagios, administrator can:

· Plan for infrastructure upgrades before outdated systems cause failures

· Respond to issues at the first sign of a problem

· Automatically fix problems when they are detected

· Coordinate technical team responses

· Ensure your organization's SLAs are being met

· Ensure IT infrastructure outages have a minimal effect on your organization's bottom line

· Monitor your entire infrastructure and business processes

2.6.3.1Monitoring

IT staff configure Nagios to monitor critical IT infrastructure components, including system metrics, network protocols, applications, services, servers, and network infrastructure.


2.6.3.2Alerting

Nagios sends alerts when critical infrastructure components fail and recover, providing administrators with notice of important events. Alerts can be delivered via email, SMS, or custom script.

2.6.3.3Response
IT staff can acknowledge alerts and begin resolving outages and investigating security alerts immediately. Alerts can be escalated to different groups if alerts are not acknowledged in a timely manner.

2.6.3.4Reporting

Reports provide a historical record of outages, events, notifications, and alert response for later review. Availability reports help ensure your SLAs are being met.
2.6.3.4Maintenance

Scheduled downtime prevents alerts during scheduled maintenance and upgrade windows.

2.6.3.4Planning
Trending and capacity planning graphs and reports allow you to identify necessary infrastructure upgrades before failures occur.

[image: image6.png]Display Filters:
Host Status Types: Al
HostProperties:  Any.

Service Status Types: AllProblems
Service Properties: _ Any.

Service Status Details For All Hosts

Last Check |

SRR 12072010 030243

— GRTARI 12072010 030410

ST =10 SRR 202010031057
bort 1 Banguigh Ussce  BNKNGWNINN 12-07-2010 030704

por 1 Lok tous GRKHOWNIN 12-07.2010 0308:32

Uatme GRKHOWAIN 12.07.2010 030312

79320 10m21s
79a2nEmses 113

7920 Tm2rs 113
792n6mos 113
6ad2inTmets 113
792 Tms2s 11

& Hatching Service Entries Displayed

PING CRITICAL - Packet loss = 100%.
‘Timeout: No Response from 192.168.1.30.  Tmeout from host 192.168.1.30

PING CRITICAL - Packet loss = 100%.
Gheck_mrigiraf: Unabie to open MRTG log fle

‘External command error: Timeout: No Response from 192.168.1.253:161
‘External command error: Timeout: No Response from 192.168.1.253:161.




Fig 3.5 :Nagious showing the status of the nework

2.6.4 Webalizer

The Webalizer is a GPL application that generates web pages of analysis, from access and usage logs, i.e. it is web log analysis software. It is one of the most commonly used web server administration tools. It was initiated by Bradford L. Barrett in 1997. Statistics commonly reported by Webalizer include: hits; visits; referrers; the visitors' countries; and the amount of data downloaded. These statistics can be viewed graphically and presented by different time frames, such as per day, hour, or month.

Website traffic analysis is produced by grouping and aggregating various data items captured by the web server in the form of log files while the website visitor is browsing the website. Some of the most commonly-used website traffic analysis terms are listed below:

.

In order to illustrate the difference between hits, pages and files, let's consider a user requesting an HTML file referring to five images, one of which is missing. In this case the web server will log six hits (i.e. one successful for the HTML file itself and four for successfully retrieved images and one for the missing image), five files (i.e. five successful HTML requests) and one page (i.e. the HTML file).
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Fig 3.7 :Webalizer showing the network use in the given period
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Fig3.8: webalizer showing the http request

Chapter 3
3.1 Proposed Design

The first of thesid foucus design of traffic shaper.First of all we find the current no of host in the network and their mac address.For finding the online host we are using NMAP(network mapper).The network mapper provides us the mac address of users.Then total bandwidth is divided by the no of users.For the traffic shaping we have used hierarchical token bucket.The explanation of the sytem is given below.
3.2Nmap

Nmap (“Network Mapper”) is an open source tool for network exploration and security auditing. It was designed to rapidly scan large networks, although it works fine against single hosts. Nmap uses raw IP packets in novel ways to determine what hosts are available on the network, what services those hosts are offering, what operating systems (and OS versions) they are running, what type of packet filters/firewalls are in use, and dozens of other characteristics. While Nmap is commonly used for security audits, many systems and network administrators find it useful for routine tasks such as network inventory, managing service upgrade schedules, and monitoring host or service uptime.

The output from Nmap is a list of scanned targets, with supplemental information on each depending on the options used. Key among that information is the “interesting ports table”. That table lists the port number and protocol, service name, and state. The state is either open, filtered, closed, or unfiltered. Open means that an application on the target machine is listening for connections/packets on that port. Filtered means that a firewall, filter, or other network obstacle is blocking the port so that Nmap cannot tell whether it is open or closed. Closed ports have no application listening on them, though they could open up at any time. Ports are classified as unfiltered when they are responsive to Nmap's probes, but Nmap cannot determine whether they are open or closed. Nmap reports the state combinations open|filtered and closed|filtered when it cannot determine which of the two states describe a port. The port table may also include software version details when version detection has been requested. When an IP protocol scan is requested , Nmap provides information on supported IP protocols rather than listening ports.

In addition to the interesting ports table, Nmap can provide further information on targets, including reverse DNS names, operating system guesses, device types, and MAC addresses.

3.3 Traffic Shaping

Traffic shaping cm be done either at the end systems, or in the network by the switch hardware. Traffic shaping at the end systems can be implemented by the system using a Leaky Bucket (singe or dual) shaper consisting of a buffer and a rate controller. The main issues are the rate control mechanism, shaper delay and delay variation, and the shaper buffer size at the system. The rate controller determines the outgoing data rate which should be consistent with the bandwidth available h m the network. 
There are two types of traffic shaping algorithm
3.3.1 Leaky Bucket Algorithms
Imagine a bucket with a small hole in the bottom. No matter at what rate water enters the bucket, the outflow is at constant rate, when there is any water in the bucket and zero when the bucket is empty. Also, once the bucket is full, any additional water entering it spills over the sides and is lost (does not appear in the output stream under the hole). 

The same idea can be applied to packets. Conceptually, each host connected to the network by an interface, containing a leaky bucket, i.e. finite internal queue. If a packet arrives at the queue when it is full, the packet is discarded. In other words, if one or more processes within the host try to send a packet when a maximum number are already in queue, the new packet is discarded.

The arrangement can be built into the hardware interface or simulated by the host operating system. This system can be visualized by single-server queuing system with constant service time. The host is allowed to put one packet per clock tick onto the network. This also managed by interface card or by operating system. This mechanism turns an uneven flow of packets from the user processes inside the host into an even flow of packets onto the network, something outbursts and greatly reducing the chances of congestion.
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Fig 3.1 Leaky bucket traffic shaping
When variable size packets are being used, it is often better to allow a fixed number of bytes per clock tick, rather than just one packet. Thus if the rule is 1024 bytes per tick, a single 1024 bytes packet can be admitted, two 512 bytes packets, four 256 bytes packets and so on. 

3.3.2Token Bucket Algorithm
The leaky bucket algorithm is based on rigid output pattern at the average rate no matter how bursty the traffic is. In Leaky bucked, there are chances of loss of packet as packet is filled in bucket and overflow if bucket is full. To minimize such limitation of leaky bucket, a new flexible algorithm, Token Bucket was introduced.

In token bucket, the bucket holds tokens, not packet. Tokens are generated by a clock at the rate of one token per ∆T sec. For a packet to be transmitted, it must capture and destroy one token. The token bucket algorithm does allow saving up permission to send large burst later, up to the maximum size of the bucket, as leaky bucket does not allow. This property means that bursts of packets can be sent at once, allowing some burstiness at output stream and giving faster response to sudden bursts of input.
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Fig3.2 Token Bucket traffic shaping
Another difference between token bucket and leaky bucket is that token bucket throws away token when the buckets fills up but never discards packets. In token bucket also allows sending bytes basis, for variable size packets. A packet can only be transmitted, if enough token are available to cover its length in bytes. Fractional tokens are kept for future use.

The implementation of basic token bucket algorithm is just a variable counts tokens. The counter is incremented by one at every ∆T and decremented by one whenever one packet is sent. When counter hits zero, no packets can be sent.

3.4 HTB (hierarchical token bucket)

Hierarchical token bucket(HTB) is a class based queue discipline. A queue discipline(qdisc) can be seen as black box which is able to queue and dequeue packets in order and at times determined by the algorithm hidden in it. It is located between IP layer and the layer 2 (MAC). 

HTB is based on hierarchical classes where there class type exist:root,inner and leaf. Root classses are suited on the top of the hierarchy and alll traffic goes out though them.Inner classes have father and daughter classed.Finally leaf classed are terminal classes,so they have father classes but not daughter classes.These three types of classes are described in the in figure b.In leaf classes,traffic from upper layers is injected following a classification which must be performed using filters,so it is possible to diffrence kind of traffic and prioritiies,which should have different treatment.In this way before traffic enters in a leaf class,it needs to be classified throgh ,IP addressed or even network addresses.This process is known as classifying process.Furthermore,when traffic has been classified it is scheduled and shaped.In order to perform these,tasks HTB uses the concepto of tokens and buckets to control the bandwidht use in  alink.To adust the throuthput,HTB genrates tokens at necessarry candence and dequeues packet from the bucket only if the tokens are available.The main idea is shown in the figure below.
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The main advantage  of the HTB traffic shaper is bandwidth sharing. In this way,  class has associated an assured rate,ceil rate,actual rate,priority level and quantum.The excess bandwidht is shared depending on the priorities that we have assigned to the classes.So high prioiry classes.Thus when R of one class has reached assured rate it borrows  c tokens from its parent class.When this class has reached CR,It queues packet until new tokens/ctokens are available.This process is known as policing process.
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Suppose the sturctue of the network is as shown below and we  have  two lan   A and B, both connected to the internet via eth0. We  want to allocate 2Mbps to B and  6 Mbps to A. Next we want to subdivide A's bandwidth 4Mbps for WWW and 2Mbps for everything else. Any unused bandwidth can be used by any class which needs it .
[image: image13.emf]
The abhove the problem can solve using HTB.Some configuration examples are shown below.

tc qdisc add dev eth0 root handle 1: htb default 12

tc class add dev eth0 parent 1: classid 1:1 htb rate 8Mbps ceil 8Mbps

tc class add dev eth0 parent 1:1 classid 1:10 htb rate 4Mbps ceil 8Mbps

tc class add dev eth0 parent 1:1 classid 1:11 htb rate 2Mbps ceil  8Mbps

tc class add dev eth0 parent 1:1 classid 1:12 htb rate 2Mbps ceil 8Mbps
The first line creates a "root" class, 1:1 under the qdisc 1:. The definition of a root class is

one with the htb qdisc as its parent. A root class, like other classes under an htb qdisc

allows its children to borrow from each other, but one root class cannot borrow from

another. We could have created the other three classes directly under the htb qdisc, but

then the excess bandwidth from one would not be available to the others. In this case we

do want to allow borrowing, so we have to create an extra class to serve as the root and

put the classes that will carry the real data under that

3.5 U32 Classifier

The U32 filter is the most advanced filter available in the current implementation. It entirely based on hashing tables, which make it robust when there are many filter rules.

The U32 selector contains definition of the pattern, that will be matched to the currently processed packet. Precisely, it defines which bits are to be matched in the packet header and nothing more, but this simple method is very powerful. Let's take a look at the following examples, taken directly from a pretty complex, real-world filter:

# tc filter add dev eth0 protocol ip parent 1:0 pref 10 u32  \ match u32 00100000 00ff0000 at 0 flowid 1:10

This selector will match to IP headers, whose second byte will be 0x10 (0010).  the 00ff number is the match mask, telling the filter exactly which bits to match. Here it's 0xff, so the byte will match if it's exactly 0x10. The at keyword means that the match is to be started at specified offset (in bytes) -- in this case it's beginning of the packet
Using filter in the abhove  qdisk.It looks like

tc filter add dev eth0 protocol ip parent 1:0 prio 1 u32 \ match ip src 10.200.0.4 match ip dport 80 0xffff flowid 1:10

tc filter add dev eth0 protocol ip parent 1:0 prio 1 u32 \ match ip src 10.200.0.4 flowid 1:11

Now we can optionally attach queuing disciplines to the leaf classes. If none is specified

the default is pfifo.

tc qdisc add dev eth0 parent 1:10 handle 20: pfifo limit 5

tc qdisc add dev eth0 parent 1:11 handle 30: pfifo limit 5

tc qdisc add dev eth0 parent 1:12 handle 40: sfq perturb 10

3.6 Patten analysis of Web traffic

This part foucus on the analysis of network traffic and traffic shaping.For the  analysis of the network packet.First of all we will caputer the packet and prepare the packet for analysis.This is done by applying many data mining technisquie.Finally we will use neural network to create pattern from those data.The explanation of overall system is given below.

3.6.1 Data Mining
Data Mining  also popularly known as Knowledge Discovery in Databases (KDD), refers

to the nontrivial extraction of implicit, previously unknown and potentially useful

information from data in databases. While data mining and knowledge discovery in

databases (or KDD) are frequently treated as synonyms, data mining is actually part of

the knowledge discovery process. The following figure (Figure 1.1) shows data mining as

a step in an iterative knowledge discovery process

[image: image14.emf]
Fig 3.4 Data mining steps

With the rapid increase in Web traffic and e-commerce, understanding user’s behavior based on their interaction with a website is becoming more and more important for website owners. There are many commercially available Web server log analysis tools, but generally they have limited abilities for reporting user activity and use statistical techniques to provide frequency of accesses to individual files or times of visits. Such tools, however, are not designed to operate properly with data from very high traffic Web servers, and usually provide little analysis of data relationships among accessed files, which is essential to fully utilize the data from the server logs [1]. The complexity of tasks such as designing a Web site, designing Web server in terms of physical data layout, and ease of navigation through a Web site have increased rapidly. Identifying the user behaviour may enable to provide customised content for the users, thereby making it more adaptive to user experience. It can be used also to restructure a Web site in order to serve better the needs of users of a site and to help site navigation by providing a list of popular destinations from a particular Web page. A lot of research has been done in the area of Web usage clustering, which directly or indirectly addresses the issues involved in data mining for extraction of web navigational patterns , ordering relationships, prediction of web surfing behaviour, and clustering of web usage sessions [5] based on web logs. Many research studies have looked at capturing users’ web access patterns and store them in log files for different purposes.

Some techniques of weblog data mining use cookies to identify site users and user sessions. Cookies play role of markers that are used to tag and track site users automatically. Another approach to identify users is to use a remote agent, as described in [7], uses Java agents that is run on the client side in order to send back accurate usage information to the Web server. The major disadvantage of both techniques is that they rely on implicit user cooperation, which doesn’t exist in many cases. There is a constant conflict between the Web user's desire for privacy and the Web provider's desire for collecting information about the visitors. In fact many users disable the browser features that allow storage of cookies or Java agents, which makes such techniques impractical. We assume that user identification is not facilitated by the techniques described above.
3.6.2Data Preprocessing
The first stage of the Web usage analysis, called preprocessing, aims to extract data from the weblog files of a Web server in order to form input files for the next stage of processing. The preprocessing stage includes several substages: data filtering, user identification, session identification, transaction identification, and vector preparation. Data filtering is the task of extracting only those records of weblog files, which are essential for the analysis, thus reducing significantly data necessary for further processing. User identification is the task of identifying users and grouping page references into user clickstreams. Session identification is the task of

identifying logically self-contained sub clickstreams, which can be considered as separate visits by the same user. Transaction identification creates meaningful clusters of page references for each session, reducing the size of the processed data. Vector formation is the task of representing transactions in a form of vectors, used for clustering by a neural network simulator.

3.6.3. Data Filtering

Data filtering aims to extract page views rather than page hits. When a user requests a Web page, he does not explicitly request all of the graphics, audio, video, etc. files which the client automatically downloads due to the HTML tags in the Web page. The HTTP protocol establishes a separate connection with the Web server for every requested file. A user's request to a page view often results in several log entries, some of which are

not relevant to the Web usage analysis. Those entries correspond to requested URLs with extensions gif,jpeg, jpg, css, swf, etc. which should be filtered out by the system. Moreover there are users requests, which  cannot be processed by the Web server and produce entries with error codes. Such entries are not of interest for the Web usage analysis and should be eliminated. Also, the weblog entries corresponding to call of cgiscripts and those corresponding to POST and OPTIONS operations are difficult to analyze since they don’t have any static existence in the web site hierarchy. Such entries should also be discarded at this preprocessing stage.

3.6.4 User Identification

In order to analyze users’ behavior based on weblog data, all entries originating from a particular user should be identified and grouped together. This is the task performed by the second stage of preprocessing, called user identification. All entries representing requests from registered users contain their IDs. If the user is anonymous, a hyphen (-) represents the username. Manipulating the usernames enables the system to group together all log entries of a particular registered user. The entries which originate from anonymous users, however, should be grouped in other way. Many works suggest client’s IP address to be used as a primary criterion for user identification, because presumably at a moment a single user works with a particular machine, therefore he/she can be associated with the machine’s IP address. consider client’s agent type and operating system type as indicative for the user identity. They suggest using those data as a secondary input for the user identification. A change in either the client’s agent type can be considered as change of the user even when the IP address does not changed.

3.6.5 Session identification

It is very likely that a user visits a Web site more that once, each time searching different information. Logically each search can be distinguished from the others and considered as a separate session. Extracting user sessions from weblog files uses a time-out heuristic. The basic idea of this approach is that if there are no hits from a particular user for a time-out period τ, then session is assumed to have ended. Any hit after the time-out will be ascribed to a new session. The new session will continue until the dormancy period between successive hits from that user is more than the time-out threshold τ. In Catledge and Pitkow suggest a timeout value 25.5 minutes as acceptable for session identification. All considerations above assume that only one user works at a time with a particular client at a particular IP address.

3.6.6 Transaction identification

Some entries of the weblog files correspond to references to content-oriented Web pages which provide meaningful information to the user. Other Web pages can be considered as auxiliary, i.e. they contain rather links to other pages than useful information. Majority of the identified sessions inevitably contain references to auxiliary pages, but such information is not indicative for the user’s behavior and interests. Next stage of preprocessing, called transaction identification, aims to filter the sessions from auxiliary page references. The outcome of this preprocessing is a set of meaningful clusters of references, called transactions.

The transaction identification involves the assumption that the amount of time a user spends on a page correlates to whether the page should be classified as an auxiliary or content-oriented page for that user. It is expected that the times spent on the auxiliary pages are smaller than those spent on content-oriented pages. The time spent on each reference is estimated by taking the difference between the time of the next reference and the current reference. Since the last reference in each transaction has no “next" time to use in estimating the reference length, this approach uses the assumption that all of the last references are content-oriented references.

In order to distinguish between auxiliary and content-oriented page references, a reasonable estimate of cutoff reference length must be made. It requires analyzing of the reference length of all considered weblog entries for a particular time period. Such estimate strongly depends on the specifics and content of a particular

Web site, which makes impossible deriving it by universally applicable rules or criteria. In order to simplify the analysis, a set of 3000 randomly selected entries from the weblog files comprising a 45-days period was considered. Figure 1 shows the distribution of the lengths of page references between 0 and 450 seconds. Analysis of the histogram shows that the distribution of the lengths of references can be approximated well by

an exponential distribution.

[image: image15.emf]
3.6.7. Vector preparation

Transaction files contain indicative data for the user behavior, however the format of data is improper fo clustering by an ART2 neural network simulator. It can use an input of fixed size patterns, each of which is a numeric vector of rank M [9]. The vector size M can vary depending on the application requirements, but it must be fixed prior to the moment when the network performs learning. The task of the next stage of preprocessing, called vector preparation, is to convert the transaction records

into input patterns applicable to an ART2 neural network simulator. Since the aim of clustering is to group together transactions that represent similar user behavior, the input patterns for the neural network should contain those transaction components that indicate such behavior. Two of the transaction components are significant for the clustering: URL identifier t k urlid T . and length of reference t k length T . . The former represents the visited page, while the later shows how long time the user has spent viewing the page. Thus, an input pattern can be defined as a vector of rank n, where the k-th component corresponds to Web page of

URL identifier t k urlid T . =k. The component k has a value that is a total of all length references for that page. Thus, transactions, which have similar Web page references, will be represented by input vectors with nonzero components on similar slots. Formally an input vector I can be represented by
[image: image16.emf]
3.7 Adaptive Resonance Theory
The ART2 (Adaptive Resonance Theory) artificial neural network (ANN) is one of a hierarchy of neural architectures capable of organizing arbitrary sequences of input patterns . The ART 2 ANN is self organizing and unsupervised, designed for the processing of analog, as well as binary input patterns. Its major feature is the ability to overcome the stability-plasticity dilemma, according to which a neural network should be able to learn new input patterns (plasticity) without affecting the storage and recalling of the previously learned ones (stability). ART2 achieves this by relying on a vigilance parameter that determines whether the new input pattern should be accepted as a member of an existing category or, on the contrary, adopted as the

prototype of a new category. If this is the case, but the network storage capacity does not allow the creation of new categories, the new pattern is simply rejected, thus preserving the information the network has already acquired. ART networks operation follows naturally on their own architectures and their dynamics can be fully described by differential equations. Due to their unsupervised learning method and fast computations, they provide an efficient way of observing the natural clustering tendencies of the data.

ART2 consists of a layer of M input nodes, called F1, and a layer of N output nodes, called F2, which are fully connected by two sets of bottom-up and top-down adaptive weights and an orienting subsystem which incorporates the reset mechanism.

Briefly, the algorithm runs in the following manner: input pattern I is normalized, threshold (to cut out any part of the pattern falling below the set threshold θ and then renormalized. F2 node activation is calculated by performing a dot product of the input pattern with the bottom-up weights connecting the input layer to each F2 node. The F2 layer is subject to lateral inhibition, the winning node being the one with the highest activity. The vigilance test then checks if the activity of the winning F2 node (i.e. the match between the input pattern and

the bottom-up weights) is greater than the vigilance parameter, set beforehand. If it is, learning takes place at the winning F2 node, otherwise the winning node is reset and the search continues for a suitable F2 node. The algorithm continues in this way for all input patterns, and is then cycled a number of times depending on the amount of learning required. The described approach of clustering makes sure that the network always converges to a stable state and still maintains plasticity.

[image: image17.emf]
Fig 3.5 ART 2 ANN model
The Adaptative Resonance Theory: ART

In 1976, Grossberg (Grossberg, 1976) introduced a model for explaining biological phenomena. The model has three crucial properties:

1. a normalization of the total network activity. Biological systems are usually very adaptive to large changes in their environment. For example, the human eye can adapt itself to large variations in light intensities;

2. contrast enhancement of input patterns. The awareness of subtle differences in input patterns can mean a lot in terms of survival. Distinguishing a hiding panther from a resting one makes all the difference in the world. The mechanism used here is contrast enhancement;

3. short-term memory (STM) storage of the contrast-enhanced pattern. Before the input pattern can be decoded, it must be stored in the short-term memory. The long-term memory (LTM) implements an arousal mechanism , whereas the STM is used to cause gradual changes in the LTM.

The system consists of two layers, F1 and F2, which are connected to each other via the LTM
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The input pattern is received at F1, whereas classification takes place in F2. As mentioned before, the input is not directly classified. First a characterization takes place by means of extracting features, giving rise to activation in the feature representation field. The expectations, residing in the LTM connections, translate the input pattern to a categorization in the category representation field. The classification is compared to the expectation of the network, which resides in the LTM weights from F2 to F1. If there is a match, the expectations are strengthened, otherwise the classification is rejected.

ART1: The simplified neural network model

The ART1 simplified model consists of two layers of binary neurons (with values 1 and 0), called F1 (the comparison layer) and F2 (the recognition layer)
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Each neuron in F1 is connected to all neurons in F2 via the continuous-valued forward long term memory (LTM) Wf , and vice versa via the binary-valued backward LTM Wb. The other modules are gain 1 and 2 (G1 and G2), and a reset module. Each neuron in the comparison layer receives three inputs: a component of the input pattern, a component of the feedback pattern, and a gain G1. A neuron outputs a 1 if and only if at least three of these inputs are high: the 'two-thirds rule.' The neurons in the recognition layer each compute the inner product of their incoming (continuous-valued) weights and the pattern sent over these connections. The winning neuron then inhibits all the other neurons via lateral inhibition. Gain 2 is the logical 'or' of all the elements in the input pattern x. Gain 1 equals gain 2, except when the feedback pattern from F2 contains any 1; then it is forced to zero. Finally, the reset signal is sent to the active neuron in F2 if the input vector x and the output of F1 dier by more than some vigilance level.

3.7.1Operation

The network starts by clamping the input at F1. Because the output of F2 is zero, G1 and G2 are both on and the output of F1 matches its input. The pattern is sent to F2, and in F2 one neuron becomes active. This signal is then sent back over the backward LTM, which reproduces a binary pattern at F1. Gain 1 is inhibited, and only the neurons in F1 which receive a 'one' from both x and F2 remain active. If there is a substantial mismatch between the two patterns, the reset signal will inhibit the neuron in F2 and the process is repeated.

1. Initialization:
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where N is the number of neurons in F1, M the number of neurons in F2, 0  i < N,
and 0 ≤ j <M. Also, choose the vigilance threshold ρ, 0 ≤ ρ ≤ 1;

2. Apply the new input pattern x:

3. compute the activation values y0 of the neurons in F2:[image: image21.jpg]N
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4. select the winning neuron k (0 ≤ k <M):

5. vigilance test: if
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where . denotes inner product, go to step 7, else go to step 6. Note that [image: image23.jpg]


essentially is the inner product[image: image24.jpg]


,which will be large if [image: image25.jpg]
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near to each other;

6. neuron k is disabled from further activity. Go to step 3;

7. Set for all l, 0 ≤ l < N:
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8. re-enable all neurons in F2 and go to step 2.

3.8 Kohonen's Algorithm

Kohonen’s Algorithms adjusts weights from common input nodes to N-output nodes arranged in a 2-dimentsional grid to form a vector quantizer. Input vectors are presented sequentially in time and after enough input vectors have been presented weights specify clusters or vector centers. These clusters or vector centers sample the input space such that the point density function of the vector centers approximate the probability density functions of the input vectors. This algorithm also organizes weights such that topologically close nodes are sensitive to physically similar inputs. Output nodes are thus ordered in a natural fashion. Thus, this algorithm forms feature maps of inputs. A description of this algorithm follows.

Let x1, x2 , …, xN be a set of input vectors, which defines a point in N-dimensional space.

The output units Oi are arranged in an array and are fully connected to input via the weights wij. A competitive learning rule is used to choose a winner unit i*, such that

| wi* - x| <= |wi - x| for all i,

then the Kohonen's update rule is given by:

 dwi = η h(i, i*) (x - wiOld).

Here h(i ,i*) is the neighborhood function such that h(i ,i*) = 1 if i = i* but falls off with distance

|ri - ri*| between units i and i* in the output array. The winner and close by units are updated

appreciably more than those further away. A typical choice for h(i, i*) is:

e -( |ri-ri*|/2σ2),

where σ is a parameter that is gradually decreased to contract the neighborhood. η is decreased to

ensure convergence.

[image: image28.emf]
Fig 3.6 Kohonen’s Network
Using the principles derived from competitive learning and building on the earlier works in 

Self organizing properties of neural networks, we propose and evaluate a neural network approach to route Web page requests in a multiple server environment. The scheduling algorithms for traditional distributed systems are not applicable to control Web server clusters because of non uniformity of load from different client domains, high variability of real Web workload, and a high degree of self-similarity in the Web requests.
3.9 System Block Diagram
The system block diagram for the system is given below.
[image: image29.emf]
Fig 3.7 System Block diagram 

Chapter 4

Implementation

4.1 Traffic Mining
Web usage mining is to analysis Web log files to discover user accessing patterns of Web pages. The user access log files present very significant information about a web server. This paper is deal with finding information about a web site, top errors, link errors between the pages, etc. from the web server access log files. The aim of this study is to analysis the web server user access logs of Institute of Engineering to help system administrator and Web designer to improve their system by determining o ccurred systems errors, corrupted and broken links by using web using mining. We found useful information about activity statistics like top errors, client errors, server errors within the visited pages etc. in a web server. The obtained results of the study will be used in the further development of the web site in order to increase its effectiveness.
We are under process of the development of a new model for analysis of network traffic. This research will be helpful for the monitoring of  the network, network optimization and planning .It can be also helpful for the traffic shaping .We can use this research for  traffic shaping. Based on the traffic we can find  our requirement for the different services like web service  ,mail service and other service and we can allocate bandwidth accordingly.
4.2 Traffic shaper Output
I have developed a system that is used for the traffic shaping .The system is fully tested in the real time environment. This system is easy to handle as it is web based. The snapshot of the system is given below.  
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Fig4.1:  use of hierarchical token bucket for traffic shaping

4.2 Work Completed and Remaining Work

In this thesis I have completed around 70% of my work. I am on the process of creating different pattern from the network traffic. I will propose a new algorithm  that will helpful for the analysis of  network pattern and network traffic predication. I will complete the thesis upto Dec 25.

Chapter 5
Conclusion

In this thesis, we design and implement system for online performance forecasting that uses artificial neural network based mechanism for bandwidth prediction. NBP forecasts the available bandwidth, the maximum rate that the path can provide to a flow, without reducing the rate of rest of the traffic in the path. The system employs NWS for traffic monitoring and a neural network based approach for bandwidth predictions. We can create different types of pattern from the network traffic that will be helpful to system administrator to allocate the network resource and identity different types of network activity  
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