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ABSTRACT

This thesis is undertaken to analyze the performance of TCP over UMTS-HSDPA networks in broadband cellular mobile communication. First, The TCP modeling is done and the implications to implement TCP in wireless Networks are presented. Various solutions to implement TCP in wireless networks are presented. Then the architectural concepts regarding UMTS and HSDPA are presented. The simulation of UMTS-HSDPA systems is carried out with the help of EURANE extension to NS2 because NS2 itself cannot simulate HSDPA. The simulation of TCP performance over UMTS-HSDPA is performed with respect to the throughput, TCP variants, Buffering at nodes, and the scheduling at the Node B. After analyzing the trace files created after running the corresponding TCL scripts, the parameters are plotted with the help of MATLAB. The performance analysis is based upon those plots and some references whenever necessary.
TCP throughput in wired and wireless conditions is compared. Results show that the throughput decreases with increasing congestion rate but due to HARQ implemented in HSDPA, the decrease in throughput is not so drastic. The TCP throughput depends also on the type of solutions implemented in each TCP variant. Generally, more buffer in node B increases throughput but not always as increased buffering increases delay in retransmission. The delay in RR scheduler increases twice as the throughput increase. Max C/I the increase in delay is linear than throughput with increase of buffer size. FCDS scheduling, it is better for a moderately large buffer size. 

The TCP throughput in UMTS-HSDPA can be increased with the use of hybrid schedulers, introducing proxy server, and using buffer adaptive buffer size as per application requirement. The use of MIMO OFDM technology can be used to increase the throughput as in HSDPA+. 
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CHAPTER ONE
INTRODUCTION
1.1 Introduction

Over the years, since first mobile cellular systems appeared, there has been much increased demand of data and multimedia services over the cellular mobile networks, but the radio access platforms, (mainly limited bandwidth, loss) have been the inhibitor from making this a reality. Wireless Cellular Communication evolved from 1st Generation (1G) analog to 2nd (2G) and higher digital communication system along various path of generation such as to 1G, 2G, 2.5G,2.75G, 3G ,3.5G, 3.75G and 4G mobile telecommunication system by providing far more data rates than its predecessors. HSDPA is an enhancement to UMTS, introduced in Release 5 and 6 of 3GPP Releases of UMTS system in terms of radio resource allocation and data transfer performance.

TCP is the most widely used transport protocol originally designed for wired networks but for wireless networks characterized by high loss rate and delays, it misinterprets delays caused by ARQ as congestion and employs drastic recovery mechanism resulting in abrupt throughput reductions. However, TCP is used along with solutions to wireless problems. Some solutions introduce changes in TCP paradigm while others deal with popular TCP versions (such as Eifel and Westwood TCP). Thus the TCP throughput in HSDPA depends upon the TCP variant adopted as well.

The scheduler in HSDPA (MAC-hs) is an entity in the base station responsible for distributing the shared system resources between the different users. Depending on the multiple access scheme utilized resources can be tie slots, frequency slots, channelization codes or a combination of them. The throughput is again dependent upon the scheduling algorithm (Round Robin, Fair Throughput, Max C/I , Frequency Channel Dependent Scheduling etc) used in the Node B.

Similarly the different nodes have different packet data buffering capacity and algorithm. The Round Trip Time (RTT), Block Error Rate (BLER), Delay, Packet Loss, and overall Throughput is also dependent on the buffering capability of the nodes. The mobile network developers have shown strong interest in evaluating the performance of TCP in UMTS. The motivation behind it is to get information that can be used for optimizing UMTS radio access network design for better utilization of the scarce radio resources. It also broadens the understanding and optimization needed for TCP in UMTS, to support the high speed data rates offered by the wireless network. Optimizations in both TCP and UMTS internal parameters can offer efficient usage of network resource simultaneously providing better services to the customers at relatively lower maintenance.

We focus on evaluating the throughput of HSDPA with the effect of the schedulers used, the TCP variants used, Scheduling Algorithm used, the buffering capabilities and packet drop probability of nodes and to see how TCP throughput can be enhanced better. We also focus on providing HSDPA level optimization like the impact of scheduling algorithm on the overall performance of UMTS network. The significance of doing such evaluation can lead us to better assumptions of TCP performance in wireless scenarios.

1.2 Literature Review

A number of papers and literatures related to HSDPA are found. The implementation of UMTS Release 99, base simulator is presented in [1], along with a description of the network functionality required to support HSDPA. Methods of modeling this HSDPA functionality to extend the base simulator are also presented

In [2], Characterization and modeling of the interaction between TCP protocol and the MAC-hs layer resulting from the introduction of Hybrid-ARQ and scheduling features into the network. A new scheduler is suggested to reduce this interaction and improve the system performance and efficiency.

In [3], the performance evaluation of TCP variants in UMTS networks is done. Delay based and Loss Base categorization and performance evaluation of a few TCP variants is presented. 

In [4], Padhye Model Based TCP throughput calculations method is presented for mobile data services over the HSDPA. Padhye Model is based on two input parameters (the packet loss probability and the TCP Round Trip Time). In order to provide the input parameters for the TCP Throughput calculation, an equivalent queuing network model of HSDPA is created. Comparison of Analytical and Simulated Throughput Calculation has been done.

1.3 Thesis Contributions, Organization and Dissection 
Several works have been done regarding HSDPA, but none have performed simplified   throughput analysis, effect of scheduling and buffer size in different parts of UMTS-HSDPA. Most of the related work in the area of TCP performance over wireless network focuses on Wireless LAN (WLAN). However, Universal Mobile Telecommunication System (UMTS) for wireless technology is chosen due to the fact that usage of Internet over mobile phones has emerged as one of the most popular trends of recent time. Also that the High Speed Downlink Packet Access (HSDPA) architecture introduced in Release 5 of 3GPP in enhanced UMTS is designed to provide much high data rates than any existing  broadband cellular wireless technology  [5]

This thesis is undertaken to understand HSDPA parameters, the effect of MAC-hs schedulers and overall TCP throughput analysis of UMTS-HSDPA Systems with the help of analysis and simulations. It is to study how HSDPA evolved for high data rate in wireless cellular communication and how HSDPA+ and LTE emerged. The content of the thesis has been organized into seven chapters. The chapter wise content organization is discussed below: 

Chapter One: Introduction: This chapter contains the basic introduction, literature reviews, thesis contributions, organization, TCP modeling, Problems and Solutions of implementing TCP in wireless communications.

Chapter Two: UMTS and HSDPA: This chapter introduces UMTS and HSDPA technology. The features, parameters and modeling of HSDPA is done. The architectural differences of HSDPA (UMTS R’5 and R’6) and UMTS R99 are also included.

Chapter Three: Simulation Paradigm: This chapter includes the expansion of NS2 by EURANE to accommodate the simulation of HSDPA because NS2 standalone can’t simulate the HSDPA functionality.

Chapter Four: TCP Performance Analysis Over UMTS-HSDPA Systems, Simulation and Result: This chapter contains the simulation and parameter setting for the UMTS-HSDPA. This section discusses about the simulation environment setting, parameters and assumptions. This section contains the simulation output regarding the TCP throughput calculations, Scheduling and Buffering effects and enhancing the HSDPA throughput.

Chapter Five: Conclusion: This chapter presents the conclusions of the thesis. This examines the throughput of TCP, effect of scheduler, buffer, and TCP variants in the throughput of HSDPA. The ways of TCP throughput enhancement will be hinted out based on the simulation result.

Chapter Six: Future Enhancements: This chapter explains what can be done to enhancement of this thesis and in which area new research could be focused in the future.

Chapter Seven: Bibliography and References: This section lists the references for books, papers and Journals referred during this thesis.

1.4 TCP Modeling

The TCP protocol has been widely studied and discussed in the literature. With the growth of the applications services relying on the TCP/IP protocol stack, the performance of TCP in the currently developed data networks has become a more and more relevant research topic. A large number of analytical TCP models have been developed with the aim of describing the TCP interaction between the TCP protocol and the protocols and the control mechanisms used in a real data network. Even though these models consider a wide variety of TCPs, from TCP Tahoe and Reno to the new versions such as TCP SACK and Vegas, TCP Reno is the version most addressed in the literature, since it is widely implemented in current systems. The TCP models proposed in the literature can be divided into four groups [54]: independent packet loss model, random loss model, network model, and control system model. This section presents an overview of these groups of models (further details on TCP modeling can be found, for example, in [9]).

1.4.1 Independent Packet Loss Models
Major approaches have been developed to capture the characteristics of TCP and to evaluate connection throughput and latency time. To develop a mathematically tractable and solvable model, many assumptions are made to simplify the analysis. In most of these models, the TCP performance (i.e., latency and throughput) is described based on the network parameters such as TCP, RTT and packet loss rate. Some of these approaches consider only the triple duplicate without capturing the timeout and its impact on TCP throughput [5,6]. In 5, a periodic loss rate p is assumed, and the steady state throughput is deduced using the following expression:
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This model is very basic and does not capture the characteristics of TCP in a real network. In [5], it was observed that 90 percent of the congestions in TCP result in timeouts. Therefore, for accurate TCP performance predictions the TCP models should include the slow-start phase at the end of each timeout. In addition, the loss model should be random or bursty. The most popular model that includes the timeout impact was proposed by Padhye et al. in [5, 6] and assumes TCP Reno and an independent packet loss model. This model provides a simple equation that can be used to determine the TCP transmission rate according to the packet loss rate, the RTT, and the base timeout value. The analytical approach in [5, 6] provides a good prediction of the TCP characteristics in the steady-state phase without considering the connection establishment (i.e., three-way handshake) and the slow-start phase at the beginning of the connection. This model is more appropriate for long-lived TCP connections (i.e., bulk data transfer) where the slow-start phase does not affect the average throughput very much.

The majority of TCP traffic in the Internet consists of short-lived flows; that is, the transmission comes to an end during the slow-start phase before switching to the congestion-avoidance phase. To predict the TCP performance of short-lived data flows, several models have been proposed .These models assume independent packet losses and do not consider the steady-state phase. 

This section presents a brief description of the model proposed as an extension of the Padhye model [5, 6] allowing estimation of the TCP performance for both long- and short-lived data transfer. These two models are the most referenced in the literature. To evaluate the throughput and the latency time of TCP connections, the TCP behavior is modeled in terms of rounds, where a round is the duration between the transmission of a window of packets and the reception of the acknowledgment of at least one of these packets. In addition, the losses in a round are assumed to be independent of the losses in the other rounds. This model divides the connection duration into five aspects: the three-way handshake time, T handshake ; the slow-start phase, Tslow ; the recovery time, Trecovery, for an eventual loss occurred during the slow start; the steady-state phase, Tsteady, for remaining data studied in [5,6]; and the delay acknowledgment time, Tack. The average throughput is given by
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The mean value of the connection duration is derived in [9] as follows:
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Where, Ts is the SYN timeout, pf is the forward packet loss rate along the path from passive opener, to active opener, and pr is the reverse packet loss rate. If b is the number of TCP segments acknowledged by one acknowledgment, W1 is the initial window size, Wmax is the maximum window size, and d is the size of the file in segments, then the average number of segments transmitted during the slow-start phase and the average slow-start latency time are given by
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Where,kγ is the rate of exponential growth of the window size during slow start and p is the loss rate. E (Wslow) is given by
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The average recovery time of the first loss can be written using the following expression 
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Where, [image: image9.png]loss
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The remaining data, having a size of[image: image15.png]


, has an average latency time derived in [7,8] as follows:
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Where, 
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Using equation (1.3) to equation (1.13) and substituting in equation (1.2), we get the TCP throughput. 

1.4.2 Random Loss Models

In the previous section, the packet losses are supposed to be independent. However, the losses in the Internet are often bursty and correlated. Therefore, new models are needed to capture the impact of random correlated losses on TCP performance. Unfortunately, including correlation for losses in the previous model is very complicated. To the best of our knowledge such analytical modeling and analysis do not exist in the literature.

In [5], a simplification of the problem is proposed. Between two losses, the transmission rate T of the TCP connection increases linearly. The losses occur randomly, and the duration between two losses is a variable S. Since losses are correlated, it can be assumed that S has a general correlation[image: image20.png]R, = E(S5,S,+k)



. In addition, the loss process is supposed to be stationary and Ergodic. This model does not account for all the TCP characteristics such as the slow start generated by a timeout, the delay acknowledgment, and short-lived data flows. The average throughput can be evaluated using the following expression:
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When the transmission rate is limited frequently by the maximum packet rate the receiver can process (noted Prec), it was shown in [5] that the final average TCP throughput can be approximated by
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1.4.3 Network Model

The idea of this modeling approach is to predict the performance of all the TCP connections in the network to optimize the network utility—in other words, to find the optimal sharing of the network bandwidth among various connections. It can be regarded as a fair or proportional fair distribution of the network bandwidth among TCP connections. Analytically, this model uses a series of differential equations and Lyapunov functions to find the optimal operation point of the network, which is a vector containing the rate of each TCP connection having a particular route r. If trr is the transmission rate of the route r and t_ is the optimal rate vector, it was shown in [6] that proportional fairness is achieved when
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Where, R is the group of routes that can be used by the TCP connections. Note that more detailed description of this modeling approach can be found in [9, 6].

1.4.4 Control System Model
Analytical models based on the control system are proposed to capture the effect of the random early detection (RED) algorithm on TCP performance. In fact, the losses through the Internet are generated by packets dropping (by one or more nodes) due to the limited buffer space. If an active queuing management (AQM) approach is applied, the node can anticipate the network congestion and can drop some packets. The RED is the most popular packets-discarding algorithm that drops packets according to average queue length estimation.

The average TCP window size E (W) varies with the packet drop function p(x(t)), where x(t) is the traffic load in a network node at a time t, as follows:
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Where, τ is the delay required to alert a TCP source that a packet has been dropped by a network node. R(.) is the RTT function, and q(.) is a function representing the number of packets queued along a given network path. 

1.5 TCP Problems in Wireless Networks
The TCP control mechanisms originally designed for high bandwidth, short delays, and congestion-limited networks are in fact not suitable for wireless systems. Wireless networks are characterized by high losses due to radio propagation impairments, higher delays, and very scarce bandwidth. Small-scale degradations over the air interface, such as fast fading, induce fluctuations, and losses over the air interface that are mistakenly taken as congestion over the fixed networks by TCP. This occurs despite radio link control mechanisms that typically use retransmissions to achieve error-free communications over the air interface. Radio retransmissions cause delays that are larger compared to TCP timescales, resulting in degradation of end-to-end throughput between distant hosts. In fact, TCP misinterprets errors over wireless links as congestions and reacts by retransmitting TCP segments and by reducing the congestion window and in fine the overall application throughput. The followings are the limiting characteristics of the wireless systems:

1.5.1 Limited Bandwidth and Long RTT (Round Trip Time)
The difference in the wired and wireless networks affects of the last hop wireless router which connects the wireless network to the other networks. The last hop router receives more TCP segments than it can route to the wireless network. This generates excessive delays due to segments queuing in the wireless router buffer. These delays increase the RTTs of the TCP connections and inflate the calculated RTO. This limits the increase of TCP congestion window size resulting in limited TCP throughput. If congestion occurs, then fast recovery phase and slow start phase become even more harmful in evaluating the TCP throughput.

1.5.2 High Loss Rate

The major cause of packet losses over wireless links is the high level of errors that occur during a transmission. These losses can generate triple duplicate acknowledgments or timeouts. The randomness and the brusty aspects of the errors over wireless links make the effect of losses more harmful. In fact, the reception of successive error-free packets (i.e., without ARQ delays) reduces the RTO computed from RTT estimations. When the errors occur in bursts, successive erroneous packets are received. This generates excessive delays and severe timeouts, which result in TCP throughput degradations. The spurious timeouts, generated by random errors over wireless links, may result in retransmission ambiguity

1.5.3  Mobility
The degradation of TCP performance in wireless networks can also be caused in part by the mobility of the users while in communication. In ad hoc networks, the mobile nodes move randomly, causing frequent topology changes. This results in packet losses and frequent route discovery algorithms initiation, which significantly reduces the TCP throughput. In cellular networks (e.g., GPRS, UMTS), the user mobility leads to handoff during the communication. During the handoff process, the necessary information has to be transferred from the previous base station to the new base station. According to the technology used, such as UMTS or HSDPA, the handoff would result in excessive delays or disconnection. The handoff can be intra technology where both of the cells are covered by the same cellular system, and inter technology where different technologies are deployed in adjacent cells, such as handoff between UMTS and HSDPA. The intersystem handoff is known to be more harmful, since in some cases the data stored in the RLC or node B buffer is not transferred to the new cell. The lost of data over the air induces drastic degradations of overall TCP throughput.

1.5.4 Asymmetric Links Bandwidth
TCP is a self-clocking protocol that uses the incoming acknowledgments in a direction to estimate the RTT and controls the packet transmission in the opposite direction. In both directions, the delay between the received packets (or the received acknowledgments) depends on the link bandwidth of each direction. To have a normal behavior of TCP, the acknowledgments should maintain the same spacing of the transmitted data in the other direction. In wireless systems, the downlink and the uplink do not provide the same bandwidth. For example, in UMTS Release 5, the use of HSDPA provides a higher transmission rate on the downlink. On the uplink, the user continues to use the DCH channel, which provides a limited transmission rate. This causes an asymmetry between the downlink and the uplink. The slow-uplink path that carries the acknowledgments can significantly slow down the evolution of the congestion window, which limits the TCP throughput and affects the utilization rate of the downlink. In addition, the acknowledgments sent over the slow uplink may suffer from a dropping if an intermediate router presents a limited buffer space. This leads to less efficient use of the fast-recovery algorithm and degrades TCP performance.

1.6 Solutions to Wireless Problems

Transmission Control Protocol (TCP) is one of the most popular and robust data transfer protocols. During the early days of evolution of the Internet, e2e reliability was a major concern for the web based application. The issue of e2e reliability was addressed in TCP’s design with the support for data rates from a few Kbit/s up to hundreds of Mbit/s. TCP took packet losses as the indication of congestion and reacted to it by performing retransmissions and decreasing sending window to one MSS (Maximum Segment Size). With the advent of wireless technologies, as the usage of TCP for end to end data transfer became more and more common, the performance issues also became more critical. TCP, in wireless networks, is impacted by different environmental properties like radio signal related with fading, shadowing, interference, mobility, handovers aspects, etc. which changes the network conditions dramatically [10]. Packet losses and delays caused in such various environmental conditions are seen by TCP as congestion. As a result, it reacts wrongly to the situation, eventually degrading the overall performance. Many researchers have tried to propose different strategies to optimize TCP performance in wireless networks [10], [11], [12]. Some of the different types of TCPs and different strategies incorporated with TCP are briefly discussed as follows. We classify them into four main categories:

1.6.1 Link Layer Solutions

The basic idea of link layer solutions is to trigger packet loss recovery mechanism by providing faster local retransmission without informing the TCP layer [13]. That is, TCP is not involved in handling wireless losses and the errors over wireless links, which are instead recovered by the link layer mechanisms. In the majority of the current wireless system, the use of ARQ protocols allows recovery from wireless link errors and provides relatively reliable transfer of packets to the upper layers. However, the interaction between ARQ and TCP may result in poor performance due to spurious retransmissions caused by an incompatible setting of timers at the two layers. To address these issues, there are several enhancements proposed for the link layer solutions:

· Snooping protocol 

· Delayed Duplicate Acknowledgement

· TULIP [13]

1.6.2 Split TCP Solutions

The main idea behind this solution is to split one TCP connection into two connections at the edge of wired and wireless network [14]. The argument supporting this mechanism is that the wired and wireless networks have different characteristics and as well as different transmission rates. Normally the splitting is performed at the wireless gateway or base station but the cellular networks are different. In cellular networks as the base station or Node B is not IP-capable the splitting has to been designed at Radio Network Controller (RNC) node. Due to the splitting the TCP sender on the wired side is only concerned about the congestion and wireless losses. They impose a great amount of complexity and dependency on the node in which the split is implemented. The examples of the split approach include:

· Indirect TCP (I-TCP) [14]

· Mobile TCP (MTCP) 

· Wireless TCP (WTCP) 

1.6.3 Explicit Notifications

The explicit notification proposals contain a different philosophy compared to most of aforementioned schemes. The sender identifies congestion through data loss over the wireless network, since it explicitly receives information about the transmission status from intermediate routers, which helps the sender to make decisions on the congestion. Different explicit notification proposals are:

· ICMP Messaging [15]

· Explicit Loss notification [17]

· Syndrome [19]

· Partial Acknowledgements

1.6.4 End To End Solutions
The end-to-end solutions generally make some changes to the original TCP behavior on the sender side and demands more cooperation between the sender and receiver to distinguish wireless losses from the network congestion. Optimizations may also be placed entirely in the end-hosts to avoid adding complexity to the network. The intermediate node need not be TCP-aware and pass through the same intermediary node, similar to many other proposals described above. Available E2E solutions are shown as follows:

· Eifel algorithm [18]

· TCP Real [19]

· Freeze TCP [20]

· TCP Westwood [20]

CHAPTER TWO

UMTS AND HSDPA
2.1. UMTS Network Architecture
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Figure 2.1 General Architecture of the UMTS

The Universal Mobile Telecommunication System (UMTS) is one of the new breed of standards for 3G (third generation) mobile communications. Figure2.1 and 2.2 depict the architectural components of a UMTS network [21]. The network architecture of UMTS is formed of three logical entities: the Core network, the UTRAN and the UE. These logical entities have several functional nodes within them to serve the UMTS network. The Core network is composed of GGSN (Gateway GPRS Support Node) and SGSN (Serving GPRS Support Node), which are responsible for switching/routing calls and data connections to the external networks. The UTRAN part can contain one or more Radio Network Subsystem (RNS). An RNS consists of one Radio Network Controller (RNC) and one or more Node Bs (also known as base station). The Node Bs are responsible for performing air interface layer1 processing (channel coding and interleaving, rate adaptation, spreading, etc.) based on the Wideband Code Division Multiple Access (WCDMA)technology [21]. It logically corresponds to the GSM base stations. The RNC is a network element responsible for controlling the radio resources of the UTRAN. In general Node B can also be regarded as an extension of RNC with an attached radio interface. The SGSN node and GGSN node provide the functionality for Packet Switched services. These entities are connected with each other through open interfaces which are briefly described as follows:

[image: image26.emf]
Figure 2.2 Packet data Based UMTS Network Architecture

Uu interface: This is the WCDMA radio interface through which the UE accesses the UTRAN part of the system.

Iu interface: This interface connects UTRAN to the CN. As a matter of fact, two different types of Iu interfaces are defined because of IuCS between RNC and MSC/VLR, used for circuit switched traffic and IuPS between RNC and SGSN, used for packet switch traffic.

Iur interface: This interface allows soft handovers between RNCs and is defined between every two RNCs.

 Iub interface: The Iub connects Node B and RNC. UMTS is the first commercial mobile telephony system where the interface between the base stations and their controller is defined as an open interface.

2.2 UMTS Protocol Architecture

So far, we introduce the basic UMTS network architecture. In this section, we describe shortly the protocol architecture. There are three layers involved in the architecture: network layer, MAC layer and data link layer.

2.2.1 Network Layer

The network layer, Radio Resource Controller (RRC) and Radio Link Control (RLC) are divided into Control and User plane (see figure 2.2). All the information sent and received by the user, such as voice call or packets in an Internet connection is transported via the User plane. The UMTS specific control signaling is managed over the Control plane.

From figure 2.3 it can be seen that the channel in UMTS is organized in layers: Logical channels, Transport channels and Physical channels. Physical channels provide the medium for transmission by a specific carrier frequency, scrambling code, and channelization code and time duration. The physical layer offers services to the MAC layer via transport channels that are characterized by how and with what characteristics data is transferred.

The MAC layer, in turn, offers services to the RLC layer by the means of logical channels. The logical channels are characterized by the type of data which is transmitted. The physical channels exist between the UE and the Node B, whereas transport channel and logical channel exit between the UE and the RNC.

[image: image27.emf]
Figure 2.3 UMTS Protocol Stack
2.2.2 The RLC Protocol

The Radio Link Control (RLC) protocol is implemented in the data link layer over the WCDMA interface and provides segmentation and retransmission services for both the user and control data [22]. The RLC protocol runs in both the RNC and the UE. Each RLC instance is configured by RRC according to the following three modes: Acknowledged Mode (AM) Unacknowledged Mode (UM) and Transparent Mode (TM).

Acknowledgement Mode (AM): In this AM mode an Automatic Repeat request (ARQ) mechanism is used for error correction. In cases where the RLC is unable to deliver the data correctly, due to maximum retransmissions reached or transmission time exceeded, the Service Data Unit (SDU) is discarded and the peer entity is informed. Segmentation, concatenation, padding and duplication detection are provided by the means of header fields added to the data. The AM entity is bidirectional and capable of piggybacking the status of the link in opposite direction into user data. In this mode, the RLC can be configured for both in-sequence and out-of sequence delivery. Typically, such a mode is used for packet-type services like, web browsing, email, etc.

[image: image28.png]T™ - SAP

AM - SAP

UM - SAP

VAN

i

AN

Transmitting Receiving Acknowledged Transmitting Receiving
transparent fransparent mode entity unacknowl. unacknowl.
entity entity entity entity

<< (-
BCCH/PCCH/ DCCHDTCH CCCHICTCH/
CCCHDTCHDCCH DTCH/IDCCH





Figure 2.4 RLC Architecture

Un-acknowledgement Mode (UM): In UM mode operation, no retransmission protocol is used and therefore, data delivery is not guaranteed. The data received with possibilities of errors is either marked erroneous or discarded depending upon the physical layer configuration. The Packet Data Unit (PDU) structure includes sequence number so that integrity of the higher layer PDUs can be observed. Segmentation, concatenation and padding are provided by the means of header fields added to the data. An RLC entity in this mode is defined as unidirectional because no association between the uplink and downlink is needed. This mode is suitable for Voice over IP (VoIP) applications.

Transparent Mode (TM): In the TM mode of operation of RLC, lower layer (RLC, MAC) protocol overhead is added to higher layers. The PDUs with errors can be marked as erroneous or discarded. The SDUs can be transmitted with or without segmentation depending on the type of data being transmitted.

2.2.3 The MAC Protocol

The Medium Access Control (MAC) protocol [23] is active between the UE and RNC entities. In the MAC layer the logical channels are mapped to their transport channels. The MAC layer is also responsible for selecting an appropriate transport format for each transport channel depending on the instantaneous source rates of the logical channels. As seen from figure 2.5, the MAC layer is consisting of following logical entities:

MAC-b: It is responsible for handling the broadcast channel (BCH). It is available in UE and in Node B.

MAC-c/sh: It is responsible for handling both the common and shared channels FACH/RACH/DSCH). It is available in UE and RNC.

MAC-d: It is responsible for handling the dedicated channel (DCH). It is available in UE and RNC.

The data transfer service of the MAC layer is provided on logical channels. The logical channels can be divided into two groups:

Control Channels: They are used for transferring Control plane information. The examples of control channels are Broadcast Control Channel (BCCH), Paging Control Channel (PCCH), Dedicated Control Channel (DCCH) and Common control channel (CCCH).

Traffic Channels: They are used for transferring User plane information. The examples of traffic channels are Dedicated Traffic Channel (DTCH) and Common Traffic Channel (CTCH).

[image: image29.emf]
Fig 2.5 MAC Layer Architecture

2.2.4 The Physical Layer

The third layer involved in UMTS network is physical layer. For example, in UTRAN the data generated at the higher layers is carried over the air interface with transport channels and are mapped into different physical channels at the physical layer [24].In Table 2.1 it can be seen that some of the transport channels are carried by identical or even the same physical channel. Additionally, there exist some physical channels which carry only the relevant to physical layer procedures.

Table 2.1: Mapping Transport Channels to Physical Channels

	SN
	Transport Channels
	Physical Channels

	1
	DCH
	DPDCH(Dedicated Physical Data Channel

	
	
	DPCCH( Dedicated Physical Control Channel)

	2
	RACH
	PRACH (Physical Random Access Channel)

	
	
	CPICH (Common Pilot Indicator Channel)

	3
	BCH
	P CCPCH (Primary Common Control Physical Channel

	4
	FACH , PCH
	S CCPCH (Secondary Common Control Physical Channel

	
	
	SCH  (Synchronization Channel)

	
	
	AICH Acquisition Indicator Channel

	
	
	PICH (Paging Indicator Channel )

	5
	HS-DSCH
	HS-DPSCH (High Speed Physical Downlink Shared Channel)

	
	
	HSSCCH (HS-DSCH related Shared Control Channel

	
	
	HS-DPCCH (Dedicated Physical Control Channel (uplink) for HS-DSCH)


2.3 HSPDA in UMTS
The High Speed Downlink Packet Access (HSDPA) is an enhancement to the existing end-to-end UMTS network [5]. HSDPA is targeted at increasing user peak data rates, higher throughput and reduced delays, and improving the spectral efficiency of asymmetrical downlink and brusty packet data services. There are already three downlink transport channels defined in 3GPP specifications:

· Forward Access Channel (FACH)

· Downlink Shared Channel (DSCH)

· Dedicated Channel (DCH)

HSDPA requires the further development of the DSCH, with the implementation of the High Speed Downlink Shared Channel (HS-DSCH), and provides enhanced support in the form of: Higher capacity, Reduced Delay, Higher peak data rates, to name a few. Although similar to the DSCH, the HS-DSCH supports:

· Higher-order modulation, allowing for higher peak data rates.

· Fast link adaptation, in which instantaneous radio-channel condition can be used in the selection of transmission parameters, allowing for higher capacity.

· Fast channel dependent scheduling, where instantaneous radio channel conditions can be used in the channel scheduling decision, again allowing for higher capacity.

· Fast Hybrid ARQ with soft combining, which reduces the number of, and the time between, transmission, reducing delay and adding robustness to the link adaptation.

2.3.1 Radio Interface and Network Architecture for HSPDA

With HSPDA, a new MAC sub layer is introduced, known as MAC-hs (see figure 2.6). To reduce both the delays in the Hybrid-ARQ and the frequency of channel quality estimates, the MAC-hs is located in the base station, along with a shorter Transmission Time Interval (TTI) of 2ms for the HS-DSCH. The HSDSCH, like DSCH, is associated with an uplink and downlink DPCH, however all the downlink control information for HS-DSCH is not carried on the downlink DPCH, but on a new shared control channel, HS SCCH. The uplink signaling related to HS-DSCH is carried out on the HS DPCCH. A frame in HS-DPCCH consists of three slots: one slot for the transmission of HARQ acknowledgements and two slots for the Channel Quality Indicator (CQI). The CQI reflects the instantaneous downlink radio channel conditions and can be used by the base station (Node B) in the selection of an appropriate transport format and scheduling between users.
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Figure 2.6 HSDPA Architecture

2.3.2 HS-DSCH MAC Architecture

The HSPDA implementation requires an additional MAC sub layer to be implemented in the Node B, known as MAC-hs [5]. Corresponding MAC-hs functionality is also required in the MAC of the UE. The figure 2.7 shows the overall MAC architecture for HSPDA. Data received on the HS-DSCH is mapped to the MAC-hs, which is configured via the MAC control. This configuration ensures that the proper parameters, such as transport format combinations, are set for the HS-DSCH. The associated downlink signaling carries information that will enable the HS-DSCH to be properly detected and processed, while the associated uplink signaling carries feedback information useful for future HSDSCH configuration. The figure 2.7 shows a more detailed view of the entities that exist in the MAC-hs at the UE. The HARQ entity is responsible for handling the HARQ protocol, which are described in the next section. One HARQ process exists for each HS-DSCH per TTI and handles all the tasks required for HARQ e.g. generating ACK/NACK. The re-ordering queue distribution entity queues the successfully received data blocks according to their Transmission Sequence Number and their priorities. One re-ordering queue exists for each priority. The data block de-assembly entity then generates the appropriate MAC-d PDU flow from the re-ordering queue.


[image: image31.emf]
Figure 2.7 MAC-hs Architecture at UE

From Figure 2.8 it can be seen that the MAC-hs on the UTRAN side comprises of four functional entities. The flow control is described separately in the next section. In the Scheduling/Priority Handling entity, MAC-d flows, which can incorporate MAC-d PDU with different priority assignments, are sorted into queues of the same priority and same MAC-d flow. The scheduling entity could then make use of these priority queues when making a scheduling decision. Under the control of a scheduler, one or more MAC-d PDUs from one of the priority queues are assembled into a data block. A MAC-hs header, containing the information such as the queue identity and transmission sequence number, is added to form a transport block, or MAC-hs PDU. This transport block is then forwarded to the physical layer for further processing.

[image: image32.emf]
Figure 2.8 MAC-hs Architecture at UTRAN

2.3.3 Node B flow control

The HS-DSCH flow control mechanism as stated in 3GPP specifications [6] is same as proposed for DSCH in the Release’99 and is known as Credit- Based System. The flow control between the RNC and the Node B ensures the following:

· MAC-hs buffers always contain enough data packets to maximize the offered physical layer resources while avoiding buffer overflows.

· MAC-hs queue length is kept low as possible in order to: decrease required memory space, decrease RLC round trip time and minimizes packet loss at handovers.

· Data that has been sent but not acknowledged at handover is resent to the target Node B after the handover.
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Figure 2.9 Credit based flow control and data exchange

As shown in the figure 2.9, the flow control occurs through the exchange of HS-DSCH Capacity Request and Capacity Allocation frames between the Node B and RNC. The data is transferred via the HS-DSCH frames for each priority group. The Capacity Request control frames indicate the required priority queue and the user buffer size and it is sent for each priority group. The Capacity Allocation control frame includes the granted credits in terms of the MAC-d PDUs, for a given priority and maximum PDU size. A timer interval and repetition period is also indicated. The interval defines the length of time for which the granted capacity allocation is valid while the repetition period indicates the number of successive interval where the capacity allocation can be utilized periodically.

2.3.4 Hybrid ARQ (HARQ) with soft combining

In a normal Automatic Repeat Request (ARQ) scheme, data blocks that have been received and that cannot be successfully decoded, are discarded and retransmitted. These retransmitted data blocks are then decoded, with no knowledge of their previous transmission. However, in a Hybrid ARQ scheme, incorrectly decoded data blocks are not discarded. Instead, the received signal is stored and soft combined with the later retransmissions of the same information bits. This combined signal is then decoded and if again unsuccessful, further retransmission occurs and soft combined until there is a successful decoding process. This is how the soft combining process in HARQ effectively increases the likelihood of a successful decoding of the information bits. The 3GPP specifications for HSDPA mentions two HARQ schemes which differ with respect to the type of information retransmitted and in the method of soft combining at the receiver side:

 Incremental Redundancy, where each retransmission will mostly likely not be the same as previous transmission, each transmission is separately modulated and stored at receiver. Soft combining is then performed as part of decoding process.

Chase Combining is based on retransmitting the exact copy of the original transmission which allows the soft combining to be carried out on the received coded bits before the decoding process.

2.3.5 Fast Link Adaptation

In cellular communication, the radio channel conditions experienced by different users can vary significantly. Two methods are employed by HSDPA to adapt to the link conditions by rate adaptation first is the use of a higher modulation scheme (e.g. 16-QAM) which enables more bits per modulation symbols and therefore higher data rates. Higher modulation schemes are however less robust to channel errors. The second is the dynamic adjustment of the channel coding rate, with higher coding rates enabling higher data rates but it is also more susceptible to channel errors.

2.3.6 Fast Scheduling at Node B

As HSDPA is based on the use of a HS-DSCH, a shared resource, the allocation of this resource to different users is an issue. 
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Figure 2.10: Overview of functioning of HSDPA

Different scheduling strategies are used to justify the allocation of radio resources among the contending users. Several scheduling algorithms exists such Round Robin (RR), Max C/I and Proportional Fair (PF). 

In RR scheduling, resources are allocated in a sequential order with a high fairness among all users, but at the same time degrading the overall system throughput.   In Maximum C/I, scheduling strategy allocates the radio resources to the links with the best instantaneous channel conditions and thus it is unfair to weak signal users. PF scheduler considers both the radio channel conditions and the fairness.

2.3.7 HSDPA Modeling and Cell Throughput

This section presents a simple and basic semi analytical model allowing for the estimation of the cell throughput. This model captures the effect of HARQ Chase combining, AMC, and scheduling. The analysis is broken down into several steps, in which the first phase addresses HARQ and the next steps cover modeling of AMC and scheduling. At the end of this three-step analysis, a model for each scheduling algorithm is reported.

2.3.7.1 HARQ
 The average number of transmissions Ns due to HARQ can be evaluated using the following expression:

[image: image35.png]



…….. (2.1)

Where Pe is the BLER and Ps is the probability of errors after soft combining two successive erroneous transmissions using the Chase combining algorithm [16].

2.3.7.2 AMC
To track the variation of the channel conditions, AMC is used in HSDPA where a MCS (a modulation order M, a coding rate τ , and a number of HS-DSCH codes N) is selected on a dynamic basis according to the value of SIR. Note that for N, the maximum number of available HS-DSCH codes is 15. Let SIR = γ Rake for a Rake receiver and [image: image37.png]
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 . For the other transmission schemes, where [image: image47.png]


is the target SIR of the modulation and coding scheme mcs. The probability P(γmcs ≤ SIR < γmcs+1) = P(SIR ≤  γmcs+1)− P(SIR ≤ γmcs) can be evaluated, for each user, through simulation. Once the probability [image: image49.png]


 has been extracted from the simulations, the cell throughput can be estimated through analytical expressions provided for each scheduler. These expressions are the subject of the next section.

2.3.7.3 Scheduling

As fast scheduling is one of the key techniques used in HSDPA, the user bit rate and the cell capacity will depend on the used scheduler. To assess achievable performance, general analytical expressions for cell capacity and user bit rate are specialized to four schedulers: FT, RR, Max C/I, and PF.

2.3.7.3.1 Round Robin Scheduler

In the RR scheduler, the channel is shared equally between users—the same number of TTIs is allocated to each user. If [image: image51.png]Nu



 is the number of users in the cell, then the probability that a TTI is allocated to a given user is[image: image53.png]1/ Nu



 . Hence, the mean bit rate of user [image: image55.png]


 is given by 
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Where, [image: image58.png]


 is the bit rate of transmission scheme m during a TTI, [image: image60.png]Ns, i



 is the average number of packet transmissions of user [image: image62.png]


 due to HARQ, W is the chip rate, and SF is the spreading factor. Note that  [image: image64.png]


 varies with the mobile position. The cell throughput in this case is given by
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2.3.7.3.2 Fair Throughput Scheduler
The FT scheduler allocates a fixed bit rate to users independently of channel condition and mobile position. In this case, the cell capacity can be estimated as follows. The HS-DSCH aggregate channel flow in symbols/sec is given by

[image: image66.png]
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Since the HS-DSCH channel is shared by several users in a given time T (i.e., channel observation time) we have 

[image: image67.png]
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Where,  [image: image69.png]


is the throughput of each user in symbols per second  [image: image71.png]


 is the connection duration. The modulation and coding scheme changes during the transfer of the packet based calls. Hence, the previous equation leads to
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Where, [image: image74.png]


 is the service bit rate. Due to the effect of HARQ, [image: image76.png]Ns, i



 packets are transmitted instead of one packet, having all the same modulation and coding scheme. Hence, the number of users [image: image78.png]Nu



 in the cell can be evaluated using the following equation:
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Equation (4.8) must be solved for [image: image81.png]Nu



 to derive the overall aggregate cell throughput as

[image: image82.png]
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2.3.7.3.3 Maximum C/I Scheduler
In Max C/I scheduling, the channel is allocated in each TTI to the user having the best SIR. This scheduler maximizes the cell capacity but does not guarantee any QOS to the user. Users at the border of the cell have always poor channel conditions due to attenuation, interference, and absence of fast power control, and they experience low bit rate. If Nu is the number of users in the cell, the probability that a TTI is allocated to user i is
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Since the analytical evaluation of this probability is unwieldy, it is basically evaluated through simulation. Given this probability, the bit rate of user i is provided by 
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The cell throughput in this case is

[image: image86.png]
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2.3.7.3.4 Proportional Fair Scheduler
The PF scheduler is a compromise between Max C/I and FT. In each TTI, the channel is allocated to the user having max(r /S) where r is the transmission rate in this TTI—according to the transmission scheme selected—and S is the mean bit rate transmitted in previous TTIs. A detailed model of the PF is difficult to derive since during each TTI the probability to allocate the channel to a user i depend on all the previous TTIs. To circumvent this difficulty, current literature instead models the asymptotic characteristics of the PF scheduler by considering the condition max(r /S) as equivalent to max (SIR/S) and S as the infinite limit of the instantaneous received bit rate. According to each SIR value, there is a given possible transmission rate r in a given TTI; in fact, r values correspond to a range of SIRs. Since the number of MCS schemes is high (equal to 30), this hypothesis is still a good approximation, and it can be seen as an asymptotic study of the PF scheduler. Hence, if Nu is the number of users in the cell, the probability that a TTI is allocated to a given user i can be evaluated using
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Consequently, the bit rate achieved by user i is obtained through
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The cell throughput in this case is given by

[image: image89.png]
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2.7.4 Modeling TCP over UMTS-HSDPA

The model to evaluate the performance of TCP over HSDPA presented here is an extension of the packet loss mode. The data rate at the TCP layer is computed by dividing the data size by the mean value of latency time[image: image91.png]E(T)



. A Markov process is assumed. The mean latency time is composed of latency time of slow start ( [image: image93.png]


), recovery time and RTO cost, ([image: image95.png]Tioss



), latency time of steady state phase ([image: image97.png]


). Hence the data rate is given by
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Consequently, modeling the effect of TCP on HSDPA requires estimates of the latency time of the slow start phase, the loss recovery, and the steady state phase. 

2.7.4.1 Timeout
TCP detects losses in two ways: Retransmission Time Over (RTOs) and   triple- duplicate ACKs. The RTOs of TCP can be caused by congestion in the Internet network or by a delay due to limited bit rate or to multiple retransmissions on the radio interface generated by the ARQ technique, which increase RTT and RTOs of TCP.The probability of RTO due to the radio interface is given by the following equation

[image: image99.png]14, —pepe

1-pp,

To = RTTyirea —

W (NLog,(M)7)
J Lk 5P 1300

9=Q

TTI





…….. (2.16)

Where,

 [image: image101.png]


 :  The average duration of first timeout in a section of one or more successive timeouts

[image: image103.png]


:  The average RTT of the wired part of the network

pe  : The probability of errors after decoding the information block via FEC

ps   The probability of errors after soft combining two successive transmissions of same info block

[image: image105.png]


:  The probability of selection of an MCS scheme m (an MCS is the combination of modulation order M, a channel coding rate [image: image107.png]


 and a number of parallel HSDSCH channel codes N. )

TTI: Transmit Time interval for HSDSCH=2 ms

W: CDMA chip rate =3.84 Mcps

[image: image109.png]


: The transmission time of a segment on the radio interface (depends upon type of scheduler used in MAC-hs. The analysis can be conducted different schedulers for comparative analysis.

The round trip time (RTT) needed to transmit an error free TCP segment is given as

[image: image110.png]
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Where, 

[image: image112.png]


: The no. of TTI needed to transmit error free TCP segment on radio interface

[image: image114.png]N (1)



: The no. of transmissions of ith TTI due to HARQ
The use of scheduling on a shared channel makes the errors on each TTI independent from the other TTIs. Hence, the number of retransmission of each TTI data is independent and identically distributed iid symmetric random variables can be considered as a Gaussian random variable. Hence the number of retransmissions of a TCP segment [image: image116.png]


 can be modeled as a Gaussian Random variable[image: image118.png]


, and consequently the time needed to transmit a TCP segment (RTT) is also a Gaussian random variable. The probability of timeout (RTO) expressed as  [image: image120.png]p(RTT = Gaussian > T,)



 with Gaussian assumption leads to  [image: image122.png]


. By evaluating and replacing [image: image124.png]E(N,)



 and [image: image126.png]


 by their values [image: image128.png]E(RTT)



 and [image: image130.png]


 are obtained and the probability of RTO takes the form as described by equation 2.16.

2.7.4.2 Slow Start
The TCP connection begins in slow-start mode where it quickly increases its congestion window size to achieve best effort service until it detects a packet loss in the slow start phase, the window size cwnd is limited by a maximum value [image: image132.png]


,  imposed by the sender or the receiver buffer limitations. To determine [image: image134.png]E(T.,)



  the number of data segments [image: image136.png]E(d,,)



 the sender is expected to send before losing a segment is needed. From this number, one can deduce[image: image138.png]E(W,,)



 the window one would expect TCP to achieve at the end of the slow start. If [image: image140.png]E(TW,) < W,



, then the window limitation has no effect and [image: image142.png]E(T.,)



 is simply the time for a sender t send [image: image144.png]E(d,,)



 in the exponential growth mode of the slow start. On the other hand, if [image: image146.png]E(W,) =W,..



, then [image: image148.png]E(T.,)



 is simply to slow start up to [image: image150.png]


 and then send the remaining data segments at a rate of [image: image152.png]


 segments per second.

The probability of retransmission due to congestion and RTO, can be evaluated using the following equation:
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[image: image155.png]E(d,,)



 can be calculated using the following expression
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Where, d is the number of segments in the file. The mean value of the latency time can be evaluated as 
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[image: image159.png]


 is the rate of exponential growth of the window size during the slow start. [image: image161.png]E(W.,)



 is given by
[image: image204.jpg]
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Where γ is the rate of exponential growth of the window size during slow start and p is the loss rate. E (Wslow) is given by
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2.7.4.3 Recovery Time of the First Loss
The slow start phase in TCP ends with the detection of a packet loss. The sender detects loss in two ways negative acknowledgements (NACK) or triple duplicate and RTOs. RTOs could be caused by congestion in the wired network or by the retransmissions on the radio interface. After an RTO, the window size decreases to one, however , the loss detected by the triple duplicate ACKs decreases the window size to one half. The recovery time of this first loss is calculated here.

The probability of loss in a file of d TCP segments is given by
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The loss probability of congestion loss and the wireless (an RTO loss) are then obtained as
[image: image164.png]Pross.cons = (1 — (1 —p)?
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The value of q is already evaluated in equation 2.16.

The probability that a sender in congestion avoidance will detect a packet loss with an RTO, as a function of congestion rate p and window size w, denoted as [image: image167.png]F(p,W)



, is evaluated as
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The probability of RTO is simply obtained through 

[image: image169.png].F(p,w)
irel — Plosswirel
RTO = Pysscong- F(B:W) + Prosswiret




…….. (2.27)

The probability that if a loss occurs, it is an RTO loss, denoted as [image: image171.png]Q'(e,w)



, then calculates to be 
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The probability of triple duplicate is then ptrip = ploss* (1-Q’(e)). It is assumed that the fast recovery for a triple duplicate takes one RTT. The mean expected cost of an RTO taking into consideration of the radio interface conditions is 
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Combining these results, the mean recovery time at the end of the initial slow start will be,
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2.7.4.4 Steady State Phase
The amount of data left after the slow start and any following the loss recovery is approximately,
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This amount of data is transferred with a throughput R(p,RTT, T0, Wmax) calculated as
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 Where,  b is the number of TCP segments acknowledged by one ACK. W(e) is given by 
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The corresponding latency time for transferring the amount of data left after the slow start and following loss recovery, is given by 
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…….. (2.34)

CHAPTER THREE 

SIMULATION PARADIGMS
3.1 NS2 and EURANE
NS-2 [40] is an object oriented network simulator developed by UC Berkeley (now a part of VINT project). It is written in C++ and OTCL. As open source software, numerous extensions have been added to NS-2, making it a popular simulation tool for advanced network research.NS-2 provides substantial support for TCP, routing and multicast protocols over wired and wireless networks. Although NS-2 provides extensive support for wireless ad-hoc networks and satellite links, 3G systems such as UMTS and HSDPA were not part of the mainstream code. Several contributed modules implement UMTS functionality in NS-2 with varying levels of details and EURANE [1] is developed as part of the European Commission 5th framework project SEACORN.  The user view of NS2 is shown in figure 3.1.

[image: image179.emf]
Figure 3.1: User View of NS2 Simulator

EURANE (Enhanced UMTS Radio Access Network Extension to NS2) is one of the main achievements of SEACORN (Simulation of Enhanced UMTS Access and Core Network) project. It is an end to end extension that adds three extra radio link nodes namely RNC, BS, and UE to NS-2. These nodes are capable to support four kinds of transport channels, i.e., common channels (RACH and FACH), dedicated Channel (DCH) and high speed channel (HS-DSCH). In EURANE, R’99 channels (DCH, RACH and FACH) use standard error model provided by NS-2, but for HS-DSCH, a pre-computed input power trace file and a block error rate (BLER) performance curve are introduced to generate the error model of high speed channel.

The network simulator NS2   with EURANE extension is used to simulate the TCP performance of UMTS-HSDPA. The basic simulation is similar to UMTS but the MAC-hs functionality is incorporated in the Node-B and the UE. The NS2 simulator is not self sufficient to simulate UMTS-HSDPA, so the reference from Enhanced UMTS Radio Access Network Extension for NS-2 (EURANE) [1] is taken in this simulation.
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Figure 3.2: Simulation Protocol Architecture [1]

[image: image181.png]Fixed Host




Figure 3.3: Top Level Simulation Structure [1]
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Figure 3.4: Simulation realization in NS-2[1]
3.2 UMTS-HSDPA Link Implementation Details

MAC-hs sub-layer supports the HS-DSCH channel, which is defined as a common channel as all users can connect to it. NIF stacks for HSDSCH will be automatically created when the UE or BS nodes are created as in the case of FACH and RACH. The SCCPCH, PRACH and DPDCH have one to one mapping with the FACH, RACH and DCH transport channels. In UMTS-HSDPA, an additional physical channel HS-PDSCH (High Speed –Physical Downlink Shared Channel) is mapped with the HSDSCH transport channel.

The simulation doesn’t model any control plane data but Fast Link Adaptation/Scheduling and HARQ require feedback from the UE. So HS-DPCCH is implicitly modeled through the use of a CQI input stream and ACK/NACK model.

The TCL construction of the required components is as shown below:
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Figure 5-1: Example TCL construction UE-RNC + DCH + HS-DSCH




Fig: 3.5 TCL constructions UE-RNC, DCH, HSDSCH [1]
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Fig: 3.6: TCL construction of 2UEs- RNC, DCH, HS-DSCH [1]

3.3 Implementation Details

3.3.1 Implementation of UE 

 Fig: 3.4 is the schematic of the main components of a UE with two TCP agents attached to a dedicated channel and one TCP agent attached to the common channels i.e. the HS-DSCH. Point (A) is the node entry point, found in all nodes, to a series of classifiers. The de-multiplexer (B) forwards RLC- SDUs to the address classifier (C) that determines which packets are destined for foreign nodes.  Non- local packets are forwarded to the flow classifier (E) that sends each packet to the RNC over its configured logical channel. The two agents that use the dedicated channel have their packets sent from (E) to (J). 
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Figure 5-3: Example of UE Node implementation (Enhanced UMTS)





Figure 3.7 UE Node implementation in Enhanced UMTS [1]

For the common channel, the HS-DSCH, there is no flow from classifier (E) to the common channel RLC (I) as it is a downlink shared channel and all its RLC packets are local. The packets arriving over the HS-DSCH flow from the MAC-hs (K) to the node entry point (A) where they are forwarded through (B) to (F) and on to the RLC for the common channels at (I). At (I) the RLC PDUs are transformed to RLC SDUs and sent to the node entry point (A) where they make their way through (B) and the address classifier (C) , to the port classifier (D). At (D) the RLC SDUs are forwarded to the appropriate agent.

3.3.2 BS implementation

The BS node implementation with HS-DSCH support is similar in operation to the BS node implementation of R’99 UMTS except with the addition of the flow between the NIF classifier (C ) and the new HS-DSCH NIF stack (G). It is as shown below

[image: image186.png]HS-DSCH

D MAC MAC MAC
A K% v

By Py x| [Prv R PHYTX PHY. X
-==== RLC SDU path
P NIF stack Classifier
RLC PDU path

Figure 5-4: Example of BS Node implementation (Enhanced UMTS)





Figure 3.8: BS Node Implementation in Enhanced UMTS [1]

3.3.3 RNC Implementation 

The type and sequence of the classifiers in the RNC is similar to those in the UE. The differences are that the address classifier (C) will have one entry for each of the UEs connected to the RNC, meaning that there is one flow classifier (E) for each of those UEs. The default entry at the address classifier points to the gateway (SGSN) where all outgoing packets will be forwarded. Each flow classifier will be able to separate the transport level flows meant for its UE over the logical channels that the classifier is going to use. These PDUs are then sent to the BS over the Iub, where they will be de-multiplexed and transmitted to their destination UE. Classifiers (D) and (F) have the same functionality as explained in the Node Bs implementation.
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Figure 3.9: Example RNC Node Implementation [1]

3.3.4 MAC-hs Functionality

The implementation of the MAC-hs represents the significant structural change between the R’99 and UMTS-HSDPA. The flow from MAC-d PDU through the MAC-hs at node B to the UE is as shown in Figure 3.10. Here two separate flows of MAC-d PDUs at the RNC destined for two separate UEs is shown. The first thing that must be decided is which transport channel to use.
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Figure 5-5: Flow of MAC-d PDUs through Node B MAC-hs to UE




Figure 3.10 Flows of MAC-d PDUs through Node B MAC-hs to UE

Further implementation regarding the implementation of Enhanced UMTS and HSDPA can be found in EURANE [1] and [26].

CHAPTER FOUR

TCP PERFORMANCE ANALYSIS OVER UMTS HSDPA SYSTEMS
4.1 Simulation Scenario

The simulation is performed in NS2 in EURANE platform. The topology used for the simulation is shown in figure 4.1 and major parameters are listed in Table 4.1. The other parameters used are default parameters defined in ns-default.tcl whenever necessary.

[image: image189.emf]
Figure: 4.1 Simulation Topology to study performance of HSDPA

First the environment for simulation is set up. This consists of installation of Linux (preferably Mandriva Limitted Edition 2005 with compiler version gcc 3.4.3) , installation of NS 2.28, and finally installing EURANE ( using the patch file or using the tarball). To use the patch file, we first should go into the ns-2.28 directory and run the command



patch –p1 <patch_file>

Where the <patch_file>  is the filename of the patch file.

We can use the tarball with modified files for which we can untar using the following command in the ns-2.28 directory. The changed files will be overwritten.

tar zxvf “umts-files.tar.gz” in ns-2.28 directory

 The topology as shown in figure 4.1 is used to calculate the throughput of UMTS-HSDPA system. First the nodes RNC, BS are created and then the Iub interface between them is set up (parameters such as Uplink and Downlink Bandwidth, Delay, Queue Type and QueSize are defined) .The UE is then created. The Routing Gateway can be configured whenever required. 

Table 4.1: Parameters setting for the simulation
	SN
	Parameters
	Value

	1
	Cell Radius
	600m

	2
	No. of codes used
	15

	3
	Link Adaptation Delay
	6ms

	4
	HARQ Cycles
	6 TTI

	5
	Node B Transmission Power
	38dBm

	6
	Node B Antenna Gain
	17dBm

	7
	Shadowing Standard Deviation
	3dBm

	8
	Max. number of HARQ retransmission
	3

	9
	No of parallel HARQ processes
	6

	10
	RLC Acknowledgement Mode
	AM

	11
	RLC Buffer Level 
	500PDUs

	12
	Alpha
	0.001

	13
	UE Receiver 
	Rake Receiver

	14
	UE Type
	Cat 6,10

	15
	UE Environment
	ITU-T Ped A


The preprocessing phase of the enhanced UMTS end-to-end IP simulator consists of two parts, first the generation of an SNR trace and then generation of the corresponding BLER/SNR curve based on the statistics. The probability a block is correctly received depends on the SNR, the CQI (the largest TBS resulting in a BLER of less than 0.1) of the block and implementation of the receiver. Each CQI has a relation between CQI and BLER. For simplicity of simulation, the relation between CQI, and SNR for a BLER of 0.1 is linearly approximated as,
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Further, the relationship between SNR and BLER is implementation dependent, as per the physical layer simulations, but this network simulator, EURANE, assumes a AWGN channel.

The simulation results trace file from tcl file. The Trace files are then analyzed. The tracing of UMTS nodes are similar to the conventional ns2 tracing. Special Umts Trace objects (class UmtsTrace derived from class Trace ) are used to trace RLC packets inside the UTRAN and the UE. These trace objects log those fields already logged by the normal NS2 trace objects plus one extra- the sequence number of RLC packet. For detail settings we can refer EURANE user guide [26].

	Event
	Time
	From 

Node
	To 

Node
	Packet 

Type
	Packet

Size
	Flags
	Fid
	Source

Address
	Destination

Address
	Sequence  Number
	Packet id 
	RLC Sequence


Figure 4.2 Trace format of trace object
After creating the nodes as per the network topology, the application and transport channel connections to the UEs were constructed. The default parameters are defined in the ns-default.tcl file. The agent configurations (such as TCP, UDP, etc) were created along with the values of the priority and flow (as used in scheduling). Then the corresponding channels were created and attached. After setting the parameters and modes of operations of RNC and MAC-hs, the trace support was used to create the trace files. The trace files can be manually analyzed or studied with the use of AWK scripting. Then the results were plotted and further analyzed. The simulation result is discussed as per the following categories:

 TCP throughput calculation in UMTS-HSDPA is discussed around following issues.

· Performance of TCP variants in UMTS-HSDPA

· Effect of Buffers in UMTS-HSDPA performance

· Effect of Scheduling in  UMTS-HSDPA

· Enhancements in TCP throughput evaluation

4.2 TCP throughput calculation in UMTS-HSDPA 

For the comparison of wired and wireless scenario of TCP throughput, Figure 4.3, 4.4 and 4.5 are plotted. The TCP throughput variations according to the congestion rate in the wired networks for different data rate applications are shown. From this performance curves, we can infer that in all cases of applications category, the throughput decreases with increase in the congestion rate. The congestion is mainly caused by the limited bandwidth of the shared bottleneck wired bandwidth. The more the round trip time, the more retransmissions occur along with the reduction in the window size and again the TCP again goes through different phases of connection establishment such as slow start, congestion avoidance etc.

Figure 4.6 shows the TCP throughput in the wireless network scenario. There is a significant decrease of the TCP throughput over the radio interface due to decrease in the window size and retransmission of the TCP segments. When several users share the same channel in time as in HSDPA, the performance of TCP includes the user bit rate and system throughput. The evaluation of mean number of retransmissions NTCP becomes critical. When NTCP has a low value compared to the decrease in window size, the decrease of TCP bit rate is essentially due to the decrease of window size.
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Figure 4.3: Effect of TCP on 32Kbps application Performance
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Figure 4.4: Effect of TCP on 64 Kbps application performance
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Figure 4.5: Effect of TCP on 128Kbps application Performance

In case the number of TCP packets arriving at the node B decreases, and more TTIs are available on the shared channel. By allocating TTIs to the other users, the radio interface bit rate can be increased, the transmission rate of each TCP segment, which limits RTT and consequently reduces the throughput. When the window is small, the retransmission is due to a RTO. Practically in a wireless network, after the 3rd retransmission, the loss is only due to timeout T0. Figure 4.8 illustrates the cell throughput variation according to the congestion rate where the Fair Throughput Scheduler is assumed.

The figure 4.6 shows the TCP user throughput according to the number of users. For the HS-DSCH a fast link adaptation is applied. This involves a selection of the modulation and coding scheme. A bad channel condition dose not result in a higher transmission power, but instead prescribes another coding and modulation scheme. The focus of HSDPA is best effort traffic, so, mainly users in favorable channel conditions can benefit from the higher data rate achievable through the use of HS-DSCH.
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Figure 4.6 Average TCP user bit rate with the number of active HSDPA users (using PF Scheduler)

The simulations are presented from both an FTP file download using TCP and a voice streaming using UDP. In our simulations we use “continuous data” scenario to indicate the TCP traffic and “packet data” scenario to indicate UDP traffic. We select these two basic traffic models to simulate the real system. And it is easy to know the differences HSDPA performs in two models.

In figure 4.7, we have evaluated the three scheduling algorithms EURANE provides. We focus on the FCDS for HSDPA, since it is introduced as a trade-off between the two extreme ways of scheduling: RR and Max C/I. RR scheduler takes no channel conditions into account; Max C/I absolutely schedules the user with the best instantaneous channel quality; and FCDS exploits the short-term channel variations while maintaining the long-term data rates. Compared the three schedulers, the FCDS provides equitable throughput as others for continuous data (TCP traffic). The Max C/I scheduler gives high throughput to a few users, but fails to offer throughput to majority of users. The RR does not work well with the delay increasing when user number increases.

[image: image195.emf]
Figure 4.7: System Throughput for 4 UE with three schedulers

\
In TCP traffic, the more users in simulation, the less likely experiences that all users are in TCP back-off. Thus the more users are taken in simulation, the clearer the effects of schedulers are.

The behavior for packet data (UDP traffic) model is different: compared to the Max C/I, the FCDS offers only a slight improvement in throughput for some users. Users with most favorable long-term channel quality can transmit data quickly with Max C/I, giving more time to users with less favorable long-term channel quality. The traffic model thus introduces a certain degree of fairness. The FCDS and the Max C/I provide almost the same throughput to the less favorable users in average, but the Max C/I gives the best system throughput. On the other hand, the FCDS shows similar behavior in both traffic models, which is an important advantage for mixed traffic. In summary, the anticipated traffic situation should be carefully considered when choose schedulers.

[image: image196.emf]
Figure 4.8: Effect of TCP congestion  on HSDPA cell capacity 
The analytical models for RR, Max C/I, and PF scheduler were used and bit rate of each user were evaluated. To compare these four schedulers, that is to determine the best trade- off between fairness and capacity, results obtained from the analytical models should provide the cell throughput and the achieved user bit rate especially for users with unfavorable radio channel conditions at the cell border, which serves as indication of fairness In Figure 4.9, the available cell throughput for different schedulers in different congestion rate conditions are observed. It is obvious that Max C/I scheduler performs the best but it is least fair to the user because there exists the disparity between the most favorable user and the user with least radio conditions.

[image: image197.emf]
Figure 4.9: Maximum Available Cell Throughput Vs TCP congestion for different schedulers

 Similarly, RR scheduler works most fairly, but wastes the system efficiency and resource which could otherwise be utilized by users with best channel conditions. A bit improvement is seen in case hybrid schedulers such as PF scheduler and FT scheduler. Similar results were obtained in [2] as well.

Figures 4.10 and 4.11 depict respectively, the average cell throughput and the cumulative distribution function (CDF) of a user situated 900m from the node B. Note that the cell radius is 1000m, and eight simultaneous users are active in the cell. Results show that the Max C/I scheduler achieves higher cell capacity than other schedulers (approximately 3 Mbps for 15 available HS-DSCH channel codes) without any fairness guarantee: the user at the cell border gets a bit rate up to 50Kbps instead of 370 Kbps. The FT scheduler presents lower cell throughput than other schedulers (approximately 1.7 Mbps for 15 available HS-DSCH channel codes) with a perfect fairness (approximately 215 Kbps per user). The PF scheduler represents a good compromise between fairness and capacity.

[image: image198.emf]
Figure 4.10: HSDPA Cell Throughput for different Scheduling Algorithms for different UE category [2]
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Figure 4.11: CDF of user Bit Rate for different Scheduling Algorithms [2]

It achieves a cell throughput approximately equal to 2.4 Mbps while guaranteeing an acceptable fairness: The bit rate of the user at the cell border varies between 120 Kbps and 220 Kbps with an average value equal to 170 Kbps.  

4.3 Effect of TCP Variants and Enhancement

TCP (Transmission Control Protocol) is the most widely used transport protocol for packet data services in wireless networks. TCP was initially designed for wired networks where packet losses and delays are mainly caused by congestion. TCP includes a drastic recovery mechanism that reacts to congestion situations with abrupt throughput reductions. It then takes a long time to reach again its normal operating level.

Over wireless networks, TCP misinterprets delays, caused by ARQ, as congestion indications. Useless retransmissions are experienced and much time is wasted during the slow start and the congestion avoidance phases. To alleviate these problems over wireless links, several approaches have been proposed for TCP enhancement. Some solutions introduce changes in the TCP paradigm while others deal with popular TCP versions (Reno and its variants). Eifel and Westwood TCP try to improve the classical TCP behavior to keep it applicable over both wireless and wired networks. TCP SACK (selective Acknowledgments) is proposed to alleviate TCP's inefficiency in handling multiple drops in a single data window. However, TCP SACK does not improve the performance when the sender window size is not sufficiently large. TCP FACK (forward acknowledgment) makes more intelligent decisions about the data that should be retransmitted. However, it is more or less targeted towards improving TCP's performance when losses are due to congestion rather than random losses. In Split TCP, the end-to-end path is divided into two segments (typically one wireless segment and one wired segment) on which different connections are established and locally optimized. Split TCP violates TCP semantics and is incompatible with security requirements. The use of VPNs and IPSec make impossible for a third party to interpret packet headers or to cut TCP connections. Moreover, with Split TCP, handoffs may take several hundreds of milliseconds to be completed, thus leading to degraded TCP performance. A snoop agent is introduced at the link layer. The agent monitors the TCP connection, suppresses the duplicate acknowledgments, and retransmits the lost segments. The main advantage is the suppression of the duplicate acknowledgments for lost TCP segments that are locally retransmitted. However, the snoop agent must be located right before the TCP receiver. Thus, when a mobile node has to transmit data to a remote receiver, TCP acknowledgments are returned too late for an efficient recovery of the lost segments.

The analysis for two categories of TCP: loss based TCP (TCP Reno, TCP New Reno) and delay based TCP (TCP Fast, TCP Vegas) over UMTS-HSDPA is done here and the result is plotted in figure 4.12 and 4.13 respectively. From these plots we try to evaluate the impact of TCP segment size MSS on the performances of TCP variants in UMTS-HSDPA network. We observe that when the TCP packet size (MSS) is small, all TCP variant perform not satisfactory. As the packet size increases, the performance of TCP improves and the best results were achieved with packet size of 1000 bytes for all the TCP variants. One of the reasons for fewer throughputs with small TCP packet size is that the RLC (also MAC hs) layer buffer size is too large for small TCP packets. While for TCP packet size 1000 bytes, the RLC layer (also MAC-hs) buffer size is optimum due to which the performance is also high. When TCP packet size increase is beyond 1000 byte, the RLC buffer at the RNC node starts dropping the packets due to buffer overflow. As a result of which we observe a gradual decrease in the throughput.

The end to end delay performance also varied significantly. TCP Vegas and TCP Fast fall into the same category of being delay based protocols, their interaction to high and low RLC/MAC-hs buffer is different. As seen in Figure 4.13, TCP Vegas performance is relatively better than the performance of TCP Fast when the RLC/MAC-hs buffer size is low.
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Figure 4.12: Average Throughput Vs MSS for TCP Variants

This is due to the fact TCP fast struggles to keep at least some packets in the networks greater than window size, so the excess packets are dropped. On the other hand, TCP Vegas do not maintain these extra packets in the network like TCP Fast. Its sending rate is totally dependent on the observed RTT. It decreases the sending rate when it senses the possibility of overflow in the RLC/MAC-hs buffer due to fear of self induced packet loss. TCP Fast starts improving dramatically after RLC/MAC-hs buffer size reaches the optimum value.

The behavior of both delay based protocol (TCP Reno and TCP  NewReno)  is observed to have stable delay and stable sending rate. The rationale behind is the tendency of both the protocols to reach and maintain the equilibrium state. After reaching the equilibrium state, the increase in RLC/MAC-hs buffer size creates no impact on the delay for TCP Fast and TCP Vegas, as they maintain the data sending rate and the delay in the equilibrium state. Similar results are obtained in [3].
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Figure 4.13: Average Delay Vs MSS for TCP Variants

4.4 Effect of Buffers in Throughput of HSDPA

As queues are intrinsic to HSDPA systems, The Round Trip Time, (RTT), one of the major parameters in throughput calculation, is studied. The Queuing model is used to identify the dominant bottleneck points. The packet drop at these bottleneck points occurs due to buffer overflow or when the maximum no. of retransmission is exceeded. There are potentially three such points are inherent in HSDPA.

The Buffers at the RLC layer where RLC PDUs are stored until a positive acknowledgement arrives or the maximum number of retransmission is reached, the RLC AM discards them. The RLC buffers are scheduled by the MAC-d layer based on the credits received from the Node-B (MAC-hs entity). These credits are calculated in order to maximize the air interface throughput not necessarily taking into consideration the congestion situation over the Iub links thus the RLC layer can easily overload the transport network. The buffers of the AAL2/ATM transport network also affect the HSDPA throughput. The transport network is a shared and limited resource, congestion may occur, leading to the increased delay and eventually to packet drops.

The other point is the MAC-hs Buffer at Node B. There is one buffer per each MAC-d flow (HSDPA connection) that is storing the MAC-d PDUs waiting for transmission. The amount of the MAC-d PDUs that can be transmitted in a 2ms TTI depends on the reported CQI. In case of transmission failure, the MAC-d PDUs are retransmitted. If the maximum number of retransmissions is reached, the MAC-d PDUs are discarded by the HARQ and the RLC-ARQ will handle the retransmissions.

We have discussed that there are other parameters influence how the schedulers behave in TCP traffic model. The sizes of buffers in RNC and Node B are interesting among them. When the buffer size in RNC is big enough, the data always queue in RNC even though TCP connection is ended, so it is not very necessary to study this buffer. We focus on the buffer size in MAC-hs in Node B and check how different schedulers affect when we adjust its size. In this section, all buffer size means the size of buffer in MAC-hs.

In EURANE, the Node B buffer size can be changed. The default value is 250, as we used in all the simulations above. In our test, it is adjusted from 50 to 450, using 50 as a step. We continue to use the other parameter assumptions in TCP-4UE simulation. We parse both the delay and the system throughput and plot the delay against system throughput in Figure 4.14 [41].

Analyzing the figure, we can summarize how buffer size in Node B and the schedulers experience in TCP service. As the buffer size increasing, the system throughput increases. But it is a trade-off value. When buffer size increases, there are more data waiting in Node B. It will take a long time queuing here so that the delay increases too. Even though all schedulers can’t drag down the increase of delay, there are some distinct behaviors of them.

The RR gives the worst performance among the three, the user delay increases more rapidly than the throughput. The delay-throughput looks like an exponential function. We can suggest the increase of delay is twice as the increase of throughput. Using RR, augmenting the buffer size is harmful for system with services want fast transmission speed, but it is acceptable for other services don’t care speed too much such as multimedia streaming.

Max C/I display better capability than RR. Even though its line trends the same direction as RR, it can provide more throughput when they cause same delay. Max C/I is a more optimum choice for services that don’t care about speed than RR, with mild augment of buffer size.

FCDS performed better than the others. From the figure, it shows like a linear function, compared to the exponential one of RR. The delay and throughput increases equitably while buffer size increasing. When the buffer size is not big enough, FCDS provides the same throughput as Max C/I do, causing more delay in transmission. With buffer size increasing, FCDS can offer better throughput without gain much more delay. Thus, it is important to adjust buffer size into larger when operator designs scheduler as FCDS in TCP traffic.

[image: image202.emf]
Figure 4.14: User delay versus System throughput with three schedulers for TCP [41]

4.5 Ways of Enhancing TCP throughput in HSDPA

One of the ways to enhance TCP throughput is to use a proxy entity between a server and RNC, and cross-layer signaling from the BS to the Proxy.. The simulation conducted in NS-2 environment includes the TCP Reno, TCP Eifel and TCP Snoop version as well as the cross layer proxy.  The numerical results presented in [39] show that proxy significantly increases user’s throughput along with the improvement in utilization of the radio resources reducing end to end delay for TCP. Further it shows that cross layer proxy requires light cross layer signaling sent with low frequency and it is not particular sensitive to the HSDPA schedulers. 

Another way of enhancing throughput is to use MIMO OFDM technology to increase the throughput. Use of hybrid scheduler is also suggested for the reduced end to end delay and throughput as well as to optimize the conflicting requirements throughput and fairness.

CHAPTER FIVE

CONCLUSION
The simulation of TCP performance over UMTS-HSDPA was performed with respect to the throughput, TCP variants, Buffering at nodes, and the scheduling at the Node B. After analyzing the trace files created after running the corresponding TCL scripts, the parameters are plotted with the help of MATLAB. The performance analysis was based upon those plots and some references whenever necessary.

5.1 Conclusion

TCP throughput in wired and wireless conditions was compared. Results showed that the throughput decreases with increasing congestion rate but due to HARQ implemented in HSDPA, the decrease in throughput was not so drastic. The TCP throughput depended also on the type of solutions implemented in each TCP variant. Generally, more buffer in node B increases throughput but not always as increased buffering increases delay in retransmission. The delay in RR scheduler increased twice as the throughput increase. Max C/I the increase in delay was linear than throughput with increase of buffer size. FCDS scheduling, it was better for a moderately large buffer size. The TCP throughput in UMTS-HSDPA could be increased with the use of hybrid schedulers, introducing proxy server, and using buffer adaptive buffer size as per application requirement. The use of MIMO OFDM technology could be used to increase the throughput as in HSDPA+. 

Concluding, the NS2 code for throughput calculation of HSDPA in EURANE was scripted. The performance of TCP variants on UMTS-HSDPA was discussed. TCP performance evaluation in UMTS-HSDPA System was studied for issues such as TCP throughput calculation in UMTS-HSDPA, Performance of TCP variants in UMTS-HSDPA, Effect of Buffers in UMTS-HSDPA performance, Effect of Scheduling in UMTS-HSDPA, Enhancements in TCP throughput evaluation. The overall objectives of the thesis were met at the end.

5.2 Future Works and Enhancements

This thesis only concentrated in throughput calculation, effect of buffering and TCP variants using EURANE (Enhanced UMTS Radio Access and Core Network Extension to NS2). Other simulation tools such as OMNET++ can be used for better visual easy interfaces. Research can be done in fields such as the comparison of HSDPA throughput in different 3GPP releases. The terminal power requirements for HSDPA+ compared to HSDPA and LTE can be examined. The streaming and IMB (Integrated Multimedia Broadcasting) , eMBMS (evolved Multimedia Broadcast Multicast Service)  , Broadcasting (IPTV) and VOIP in HSDPA+ can be studied as future enhancement to this thesis.
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APPENDIX A
This appendix presents the tabular result for the analyzed trace files in simulation and the sample HSDPA Throughput code.

A.1 Trace Files Result Tables

The results obtained after analyzing the trace files in the simulation for different scenario are tabulated in this section.

Table A.1 Link Characteristics of Simulation Settings
	Link
	Bandwidth (Mbps)
	Delay (ms)

	Node2-Node-2
	100
	35

	Node1-GGSN
	100
	15

	GGSN-SGSN
	622
	10

	SGSN-RNC
	622
	0.4

	RNC-BS(uplink)
	622
	15

	RNC-BS(downlink)
	622
	15


Table A.2 Wired Throughput Vs Congestion Rate for Different Applications

	App. Service Rate
	32 KBps Application

(BLER=10%)
	64KBps

 Application

 (BLER=10%)
	128KBps

Application

(BLER=10%)

	Congestion Rate
	 
	 
	 

	0
	18
	60
	120

	0.1
	16.5
	53
	100

	0.2
	15
	45
	82

	0.3
	14
	37.5
	72

	0.4
	12.5
	33
	62

	0.5
	11.5
	29
	55

	0.6
	10.5
	27
	50

	0.7
	9.6
	24
	45

	0.8
	9
	22
	42

	0.9
	8.4
	20
	39

	1
	7.8
	18
	36


Table A.3 Mean End To End Packet Delay for Different Scheduler under Different Environment

	Scheduler
	Mean E2E packet delay (ms)

	
	Pedestrian A
	Vehicular  A
	Vehicular  B

	RR
	411.9
	432.8
	436.7

	Max C/I
	355.8
	349.9
	351.3

	PF-T
	436
	440.1
	439.6

	PF-H
	390.6
	389
	391.6


Table A.4 HSDPA Throughput Vs Congestion for Different Schedulers

	Congestion Rate
	Throughput in Kbps

	
	Max C/I
	PF
	FT
	RR

	 
	 
	 
	 
	 

	0
	3000
	2225
	2750
	2125

	0.1
	2975
	2175
	2700
	2090

	0.2
	2950
	2100
	2640
	2075

	0.3
	2925
	2150
	2600
	2050

	0.4
	2900
	2075
	2550
	2025

	0.5
	2890
	2050
	2500
	2000

	0.6
	2875
	2025
	2475
	1975

	0.7
	2850
	2000
	2450
	1950

	0.8
	2825
	1975
	2400
	1920

	0.9
	2790
	1940
	2350
	1890


Table A.5 HSDPA Throughput Vs Number of HSDPA Users for Different Schedulers

	Number of Users
	Throughput in Kbps

	
	Max C/I
	PF
	FT
	RR

	0
	
	 
	 
	 

	1
	2950
	2625
	2125
	2050

	2
	1500
	1280
	1050
	1025

	3
	1150
	1000
	750
	730

	4
	700
	650
	500
	500

	5
	625
	580
	400
	390

	6
	500
	450
	300
	290

	7
	400
	360
	284
	280

	8
	350
	300
	260
	260

	9
	300
	260
	250
	250

	10
	280
	250
	240
	240

	11
	270
	245
	220
	220

	12
	250
	230
	200
	215


Table A.6 TCP Variants Vs HSDPA Throughput for different Schedulers

	TCP Variant
	MSS(Bytes)
	Average Throughput
	Average Delay

	TCP Reno
	 
	 
	 

	
	500
	732
	92

	
	750
	901
	110

	
	1000
	1088
	135

	
	1250
	1012
	170

	
	1500
	951
	164

	TCP NewReno
	500
	763
	92

	
	750
	987
	112

	
	1000
	1124
	136

	
	1250
	1100
	178

	
	1500
	998
	179

	TCP Fast
	500
	773
	92

	
	750
	1036
	110

	
	1000
	1177
	134

	
	1250
	1112
	170

	
	1500
	1035
	188

	TCP Vegas
	500
	545
	85

	
	750
	769
	93

	
	1000
	1012
	97

	
	1250
	1162
	104

	
	1500
	971
	98


A.2 Sample Code for HSDPA Throughput in EURANE

In this section, the TCP Tahoe throughput code for UMTS-HSDPA is presented. Two UE are considered for illustration purporse.

#============PARAMETERS===========
#% velocity (km/h): 3 

#% distance (m) from BS: 500.00000000

#% which environment (nr,name): 13 Urban environment

#% BS Transmission power (dBm): 38

#% Base station antenna gain (in dBi): 17

#% Linit (distance loss at 1 km): 1.374000e+002

#% Iintra (intra cell interference): 30

#% Iinter (inter cell interference): -70

#% HARQ cycle period: 6

#% Time delay (TTI) in CQI: 3

#% Minimum CQI value: 0

#% Maximum CQI value: 30

#% Percentage of adapted (too low) CQI values: 3

#% Percentage of adapted (too high) CQI values: 0

#=========================================================

#========================================================

# Name: appTahoe-ftp.tcl

# The Uu interface is assumed to be ideal.

## TCP Tahoe

#=========================================================

global ns

remove-all-packet-headers

add-packet-header MPEG4 MAC_HS RLC LL Mac RTP TCP IP Common Flags

set ns [new Simulator]

set f [open out.tr w]

$ns trace-all $f

proc finish {} {



global ns



global f



$ns flush-trace



close $f



puts " Simulation ended."



exit 0



}

$ns set debug_ 0

$ns set hsdschEnabled_ 1

$ns set hsdsch_rlc_set_ 0

$ns set hsdsch_rlc_nif_ 0

$ns node-config -UmtsNodeType rnc



# Node address is 0.

set rnc [$ns create-Umtsnode]

$ns node-config 
-UmtsNodeType bs \



-downlinkBW 32kbs \



-downlinkTTI 10ms \



-uplinkBW 32kbs \



-uplinkTTI 10ms \



-hs_downlinkTTI 2ms \



-hs_downlinkBW 64kbs \



# Node address is 1.

set bs [$ns create-Umtsnode]

$ns setup-Iub $bs $rnc 622Mbit 622Mbit 15ms 15ms DummyDropTail 2000

$ns node-config -UmtsNodeType ue \





-baseStation $bs \





-radioNetworkController $rnc



# Node address for ue1 and ue2 is 2 and 3, respectively.

set ue1 [$ns create-Umtsnode]

set ue2 [$ns create-Umtsnode]



# Node address for sgsn0 and ggsn0 is 4 and 5, respectively.

set sgsn0 [$ns node]

set ggsn0 [$ns node]



# Node address for node1 and node2 is 6 and 7, respectively.

set node1 [$ns node]

set node2 [$ns node]

$ns duplex-link $rnc $sgsn0 622Mbit 0.4ms DropTail 1000

$ns duplex-link $sgsn0 $ggsn0 622MBit 10ms DropTail 1000

$ns duplex-link $ggsn0 $node1 10MBit 15ms DropTail 1000

$ns duplex-link $node1 $node2 10MBit 35ms DropTail 1000

$rnc add-gateway $sgsn0

set tcp0 [new Agent/UDP]

$tcp0 set fid_ 0

$tcp0 set prio_ 2

$ns attach-agent $node2 $tcp0

$ns attach-agent $rnc $tcp0

set ftp0 [new Application/Traffic/CBR]

$ftp0 attach-agent $tcp0

set sink0 [new Agent/Null]

$sink0 set fid_ 0

$ns attach-agent $ue1 $sink0

$ns connect $tcp0 $sink0

$ns node-config
-llType UMTS/RLC/UM \



-downlinkBW 64kbs \



-uplinkBW 64kbs \



-downlinkTTI 20ms \



-uplinkTTI 20ms \



-hs_downlinkTTI 2ms \



-hs_downlinkBW 64kbs

$ns create-hsdsch $ue1 $sink0

$bs setErrorTrace 0 "idealtrace"

$bs setErrorTrace 1 "idealtrace"

$bs loadSnrBlerMatrix "SNRBLERMatrix"

set dch0 [$ns create-dch $ue1 $sink0]

$ue1 trace-inlink $f 1

$bs trace-outlink $f 1

$rnc trace-inlink-tcp $f 0

$rnc trace-outlink $f 2



# tracing for all hsdpa traffic in downtarget

$rnc trace-inlink-tcp $f 0

$bs trace-outlink $f 2



# per UE

$ue1 trace-inlink $f 2

$ue1 trace-outlink $f3

$bs trace-inlink $f 3

$ue1 trace-inlink-tcp $f2

$ns at 0.0 "$ftp0 start"

$ns at 1000.0 "$ftp0 stop"

$ns at 1000.401 "finish"

puts " Simulation is running ... please wait ..."

$ns run

#=========================================================

The AWK Script to Calculate the Throughput in Bytes per Second

#=========================================================

BEGIN {



recv = 0



flow = 0



flow_t = UM



hdr_size = 0



dst = 2



simtime = 1000


}



# Trace line format: normal

if ($2 != "-t") {



event = $1



time = $2



if (event == "+" || event == "-") node_id = $3



if (event == "r" || event == "d") node_id = $4



flow_id = $8



pkt_id = $12

pkt_size = $6



}



# Trace line format: new

if ($2 == "-t")
 {



event = $1



time = $3



node_id = $5



flow_id = $39



pkt_id = $41



pkt_size = $37



}

# Calculate total received packets' size

if (flow_id == flow && event == "r" && node_id == dst)

{














if (flow_t != "sctp") 

{




recv += pkt_size - hdr_size




printf("recv[%g] = %g --tot:%g\n",node_id,pkt_size-hdr_size,recv)




} 














else 

{















# Rip off SCTP header, whose size depends on the number of chunks in each packet















if (pkt_size != 448 && pkt_size != 864 &&pkt_size != 1280) pkt_size = 0

















if (pkt_size == 448) pkt_size = 400

















if (pkt_size == 864) pkt_size = 800

















if (pkt_size == 1280) pkt_size = 1200

















recv += pkt_size

















printf("recv[%g] = %g --tot:%g\n",node_id,pkt_size,recv)















}














}


}


END

 {



printf("%10g %10s %10g\n",flow,flow_t,(recv/simtime)*(8/1000))

}
� EMBED Equation.3 ���
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