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ABSTRACT

This research work develops two frameworks for detecting plagiarism of Nepali language liter-

atures incorporating Monte Carlo based Artificial Neural Network (MCANN) and Backprop-

agation (BP) neural network, which was applied for the plagiarism detection on certain docu-

ment type segment. Neural Network training is considered using Monte Carlo based family of

algorithms as of these algorithms superiority and robustness. Both the frameworks are tested

on two different datasets and results were analysed and discussed. Convergence of MCANN

is faster in comparison to traditional BP algorithm. MCANN algorithm achieve a convergence

in the range of 10−2 to 10−7 for the training error in 40 epochs while general BP algorithm

is unable to achieve such a convergence even in 400 epochs. Also, the mean accuracy of BP

and MCANN are respectively found to be in the range of 98.657 and 99.864 during paragraph

based and line based comparison of the documents. Thus, MCANN is efficient for plagiarism

detection in comparison to BP for Nepali language documents.

Keywords: Plagiarism; Monte Carlo Method; Artificial Neural Network; Backpropagation;
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Chapter 1

INTRODUCTION

1.1 Introduction

Using documents of others without any reference or violating the copyright rules making the

document as our own, is said to be plagiarism. Plagiarism detection is the act of finding the

originality of a document i.e. whether a document or idea is of the same person who is claiming

about it. Question regarding the act of plagiarism is obvious, i.e., why do anyone copy others

idea or creation without giving any reference to the original creator? What made people to copy

others? Obviously, because of laziness and human nature of not trying to use their mind. Since,

copying another work without any reference and making it as own is “theft of other property”,

Plagiarism is a big crime and it must be stopped. Although it is very difficult to completely wipe

out the act of plagiarism because of its relation to human morality, it could be controlled by act

of detection. Because of avalanche of electronic documents over the internet, contents about

any topic could be easily found which is the main reason behind plagiarism. Plagiarism not

only means using other’s document but using ideas, concepts, thought of others without their

consent. The only way to stop the act of plagiarism is to change the human morality which is

very difficult but it could be controlled by detection which is the main aim of this research.

Detecting Plagiarism is necessary for several reasons. Some of them could be:

• For motivating the original author.

• To check if the person who is claiming about a document is his original idea or he is just

lying.

• To Protect the copyright act.

• To allow students use their own idea rather than using others idea, which will definitely

leads to new ideas in the concerned field.

In this research work Artificial Neural Network which is the most promising model simulating

1



2

the biological neural network is combined with one of the most famous class of randomized

algorithm, Monte Carlo Method, and is then trained for stepping towards detecting plagiarism.

Research shows that the act of plagiarism is very common in schools and universities because

of student’s negligence towards doing assignment and homework. And it is most challenging

task to control such activity. Thus, tools for checking plagiarism in the written documents is

important.

A lot of research work has been carried out for detecting plagiarism in English documents

and some other language documents like Arabic, Chinese and others. No any research work

for detecting plagiarism in Nepali language documents is ever found. This research work fo-

cuses on detecting plagiarism in Nepali language documents. Also, several works using monte

carlo method and artificial neural network have been carried but none of the works related to

plagiarism is found using artificial neural network based monte carlo method.

In order to complete this research work, corpus was built and preprocessing was carried out on

collected data before training the neural network. The processed data became input for neural

network training. Finally, the forged document was tested with the trained neural network.

This research work is beneficial for the university faculties where document plagiarism is very

common. Similarly, it will be advantageous to journal publication houses, document reviewers

and editors. The main advantage of this research work is to motivate students and researchers

to conduct research work without stealing other ideas or documents.

1.2 Aims and Objectives

The thesis aims in using Neural network in combination with Monte Carlo algorithm to in-

vestigate reuse of text without any reference in Nepali documents. The motivation behind the

work lies in the fact of excessive reuse of other’s documents without any reference. The idea

underlying the fact is that, the original document and plagiarised document differs in various

ways. To fulfil the idea, a framework is developed which incorporates Backpropagation neural

network which utilizes Monte Carlo method for updating its weight, which is proposed to be

improving the act of detecting text reuse without reference.

The principle objective of this research work is to develop the framework using Monte - Carlo
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based artificial Neural Network. In particular the following objectives are considered:

1. To develop the framework for plagiarism detection of Nepali language based documents.

2. To investigate the performance of the framework using the MC based ANN.

1.3 Scope

The thesis attempts to study the act of plagiarism in various datasets including different thesis

of different Nepali language documents. Monte Carlo method is used for generating random

numbers which is used for adjusting the weights in the neural network. This research work is

limited to extrinsic detection of plagiarised text.

1.4 Structure of the Thesis

First chapter introduces the thesis along with its scope and applications. Complete roadmap of

the thesis is detailed below.

Chapter 2 gives clear view of what have been carried out in the area of detecting plagiarism and

the limitations with the methodology involved. Different types of plagiarism detection method-

ologies are also discussed. Theoretical background of the research is introduced and discussed

in this chapter. The chapter concludes with a general description of evaluation approaches used

in automatic plagiarism detection.

Experimental setup for the research is discussed in chapter 3. Details of the corpus and the

proposed framework along with the tools used for implementation is discussed and understood

in this chapter.

Chapter 4 details the result of the experiment in different datasets. Results are also discussed

for their correctness and acceptance.

The concluding chapter entitled Conclusion concludes the chapter explaining what have been

done in the thesis and how it could be used and finishes by suggesting future works.



Chapter 2

LITERATURE REVIEW

2.1 Previous works

It is not the case that plagiarism detection tools are not available in the market. There are lots of

plagiarism checker tools (e.g., Turnitin, Eve2, CopyCathGold, etc.), still plagiarism detection

is a difficult task because of huge amount of information available online [2].

In the study done by Lukashenko et. al. [3], different ways of reducing plagiarism along with

widely used detection tools are discussed. Similarity measurement has been done in several

works for which different metrics are used. Some metrics are Corpal metric which operates on

entire corpus of documents; Superficial metrics is a measure of similarity that can be gauged

simply by looking at one or more documents and it does not require the knowledge of the

linguistic features; Structural metric is a measure of similarity that requires knowledge of the

structure of one or more documents [3]. Similarly, statistical methods are also implemented.

In many cases similarity scores between two documents is calculated as Euclidean distance

between document vectors [3].

Two types of plagiarism detection method have been investigated in literatures: Intrinsic and

External Plagiarism detection. In Intrinsic plagiarism detection method, identification of the

document is done by checking its writing pattern, i.e., whether a document is written by a

single author or not, if not which part of it is plagiarised. It is not compared with other docu-

ment. In External plagiarism detection method document is compared with other documents

for checking the document similarity.

Dara Curran [4], combined genetic algorithm with neural network for intrinsic plagiarism de-

tection. Approach of Dara Curran [4] consists of two parts: document pre-processing and

neural network evolution. During pre-processing several stylometric features such as Number

4
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of punctuation marks, Sentence length (number of characters), Sentence word frequency class,

etc., are extracted and an average document wide value for each feature are calculated. The

differences between each sentence’s stylometric features and the average document-wide value

is calculated for each stylometric feature and stored as a vector for each sentence. The resulting

difference vector gives an indication of the divergence of a particular sentence from the average

and is employed as the input for the neural network. Each difference measure is normalised

to between 0 and 1. During neural network evolution stage Neuro-evolution of Augmenting

Topologies (NEAT) encoding is employed. The neural network consists of 10 input nodes (one

for each of the stylometric measures) and one output node (where an output of 0 indicates no

plagiarism and 1 indicates plagiarism). The intermediary connections and hidden nodes are

determined by the evolutionary process. An initial population of random neural networks is

generated and for each individual neural network is presented with a number of plagiarised and

non-plagiarised difference vectors taken from the pre-processed corpus. The fitness function of

the neural network examines the output of the network and calculates the mean square error.

Salunkhe and Gawali in their research work [5], have used Temporal Difference (TD) algorithm

of reinforcement learning for detecting plagiarism among documents. It improves the system

speed of data retrival from database and also the plagiarism detection accuracy.

Salha Mohammed Alzahrani and Naomie Salim [6], in their research work have proposed state-

ment based approach for detecting plagiarism in Arabic scripts using Fuzzy set information re-

trieval method. Here fuzzy-set IR model is adapted and used with Arabic language for detecting

plagiarized statements based on the degree of membership between words.

Shanmugasundaram Hariharan [2], carried out plagiarism detection using similarity analysis

where similarity is estimated using several measures like cosine, dice, jaccard, hellinger and

harmonic. In this paper solution for “copy paste” and “paraphrasing” type of plagiarisms is

identified.

In the research work considered by Efstathios Stamatatos [7], Plagiarism detection is done

without removing the stop words. This method is based on structural information rather than

content information. Stopword n-grams are able to capture syntactic similarities between suspi-

cious and original documents and they can be used to detect the plagiarized passage boundaries

is shown.
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Freitas et. al, in their work discussed a novel strategy to train neural network using sequential

Monte Carlo methods where they have used sampling techniques and illustrate their perfor-

mance on some problems. More precisely, they address the problem of pricing option con-

tracts, traded in financial markets. A new algorithm named Hybrid SIR (hybrid gradient de-

scent/sampling importance resampling algorithm) was also proposed in the same work [8].

Man Yan Miranda Chong [9], in his doctoral thesis, considered natural language processing

techniques and deep learning scenario for external plagiarism detection. In the research, a

framework is proposed in which the role of machine learning is investigated. Also, the effect

of applying the proposed framework in small and large-scale corpus is explored. Further ex-

periments show that combining shallow and deep techniques helps improve the classification

of plagiarised texts by reducing the number of false negatives.

2.1.1 PAN workshop and competition

Workshop entitled “Plagiarism Analysis, Authorship Identification, and Near-Duplicate

Detection”, in conjunction with the 30th Annual International ACM SIGIR conference was

organised in 2007. During the workshop only one paper discussed on the intrinsic plagiarism

case while other discusses on authorship identification and near-duplicate music documents.

The workshop concluded that it is necessary to segment long texts in a document to chunks,

and raised two main issues [9]:

• the lack of a benchmark corpus to evaluate plagiarism detection systems.

• the lack of an effective plagiarism detection tool that does not trade off computational

cost with performance.

This workshop plays a keyrole in first PAN plagiarism detection competition organised in 2009

and it focuses on the following tasks: [9].

• Plagiarism analysis

• Authorship identification

• Near-duplicate detection.

Continuity to the workshop in conjunction with the 18th European Conference on Artificial In-

telligence is given in 2008 by organizing another workshop entitled “Uncovering Plagiarism,
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Authorship and Social Software Misuse” which focuses on the first two points of previous

workshop and adding one another point of social software misuse.

Similarly, the third PAN workshop on “Uncovering Plagiarism, Authorship and Social Soft-

ware Misuse” was held in conjunction with the 25th Annual Conference of the Spanish Society

for Natural Language Processing in 2009. The aims of the workshop remained the same as the

2008 workshop. The workshop was co-organised with the first International Competition on

Plagiarism Detection. The focus was shifted from bringing together theoretical research in the

field to a more competitive development workshop. The competition consisted of two subtasks:

external plagiarism detection and intrinsic plagiarism detection. There was a total of 13 groups

participating in the competition. The competition was based on a large-scale artificially cre-

ated plagiarism corpus and provided an evaluation framework for plagiarism detection. Nine

groups entered in the external plagiarism detection task and three groups entered in the intrinsic

plagiarism detection task, with one group entering in both tasks [9].

More research on the topic of plagiarism detection is done between 2010 and 2013 [9]. Several

research works were submitted to the PAN workshop held in respective years.

2.2 Neural Network

Since learning is the result of communication between several neurons which is actually be-

cause of interconnection of a large number of neurons. Because of the highly inter - connected

neurons learning seems to be feasible in human. Neural Network although does not completely

mimic the biological neural architecture but it resembles with the biological neural network to

some extent. Also, it is an attempt to mirror the biological neural network, hence it is used for

detecting plagiarism during the work. Actually, it is an information processing paradigm which

is inspired by the way biological nervous system process information [10].

Neural network is of two types:

(a) Feed forward Neural Network: This type of neural network consists of a layer of processing

units, each layer of which forward its input to the next layer with the help of connection

strength also called as weight. No backward propagation of the input is allowed. Archi-

tecture of such type of network is shown in figure 2.1.
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Input Layer

Input 3

Hidden Layer

Input 2

Input 1

Output Layer

Output

A. Multilayer Feed Forward Neural Network

Input 3

Input Layer

Input 2

Input 1

Output Layer

Output

B. Single layer Feed Forward Neural Network

Figure 2.1: Feed Forward Neural Network

(b) Feed backward Neural Network (Recurrent Neural Network): In recurrent neural network,

output of one node could be input to the same node as well as to other nodes. Architecture

of such type of network is shown in figure 2.2.

Input Layer

Input 3

Hidden Layer

Input 2

Input 1

Output Layer

Output

A. Multilayer Feed Backward Neural Network

Input 3

Input Layer

Input 2

Input 1

Output Layer

Output

B. Single layer Feed Backward Neural Network

Figure 2.2: Feed Backward (Recurrent) Neural Network

For this thesis, feedforward neural network is used which was trained using Monte Carlo algo-

rithm.

2.2.1 Backpropagation Neural Network

The Backpropagation algorithm is famous for training neural network. It uses gradient descent

method for minimizing the error. Error is the difference between target output and actual output.

The algorithm for backpropagation can be categorized into four phases:
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1. Initialization of Weights and biases (Initialize network)

2. Feed Forward

3. Backpropagation of errors

4. Update weight and biases

The above phases are explained below:

1. Initialization of Weights and biases (Initialize network): Each neuron has a set of

weights that need to be maintained. One weight for each input connection and an ad-

ditional weight for the bias. These weights and biases are chosen randomly to small

random values. This is the initialization of the network.

2. Feed Forward: During this phase, output of the network is calculated by transmitting

input signal to each layer until the output layer. This is called as forward propagation.

3. Backpropagation of errors: The deviation of the actual output from the target output is

calculated in this phase and the deviation which is actually the error is propagated back

to the previous layer. The error is back propagated by weighting it by its weight in the

previous layer and the gradient of the associated activation function.

4. Update weight and biases: Finally, the weights and biases associated with each unit

are updated using the δ factor obtained from the previous stage and the activation. This

update process continues till the threshold value or until the error is sufficiently low.

2.3 Monte Carlo Method

Monte Carlo Method, a randomized algorithm, was used for updating the weights during the

network training. For the purpose, some samples are drawn from the posterior distribution of

cosine and jaccard similarity vectors. Generally, the method is used for generating samples

from the state space in such a way that the samples resembles the target distribution. The

posterior is calculated using NUT S sampler as discussed in [11]. The random samples are

drawn from the posterior distribution of parameters during “learning phase”.



Chapter 3

METHODOLOGY

3.1 Dataset

The corpus for Nepali documents used in this thesis was prepared by Bam [1], that was col-

lected from various daily, weekly and monthly Nepali newspapers like Kantipur, Gorkhapatra,

and so on during 2012-2013. The dataset consists of different political, educational, biography,

sports, stock exchange news. The dataset statistic is given in table 3.1.

Another corpus of Nepali language used in this thesis consists of 11 different theses collected

from the Central Library Database. The statistic for the corpus is shown in table 3.2. Both of

the datasets consists of copy paste type of plagiarism.

Table 3.1: Statistics of dataset by Bam [1]

Filename Number of Paragraphs Number of words
Train1.txt 3 1225
Train2.txt 3 661
Train3.txt 7 2416
Train4.txt 4 775
Train5.txt 9 4177
Train6.txt 6 2728
Train7.txt 10 1480
Test1.txt 6 301
Test2.txt 27 1426
Test3.txt 72 8294
Test4.txt 36 7404
Test5.txt 36 10858
Test6.txt 76 10519
Test7.txt 63 14114
Test8.txt 6 5571
Test9.txt 15 6194

Test10.txt 3 12092

10
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Table 3.2: Statistics of Nepali Language Thesis Dataset

Filename
Number of
Paragraphs

Number of
words

lmj� R Bol�VAr "�/mA þcElt lokgFtko s¬ln

vgFkrZ r Ev��qZ
668 14113

n�pAlF up�yAsko s¬lnmA E/B� vn Ev�Ev�Aly

k��dý Fy p� -tkAlyko yogdAn
1453 27329

fAE�tk� mArF rAIko jFvnF , &yEÄ(v r k� Et(v 1059 37673

'ZF�dý rAj K�tAlAko jFvnF , &yEÄ(v r k� Et(v 856 21319

s�to bAG up�yAsko pA/EvDAn 507 13498
n�pAlF nAÔEv�AkA k� Et r p/pE/kAko s\r"ZmA

E/B� vn Ev�Ev�Aly k��dý Fy p� -tkAlyko yogdAn
1839 19750

pE�mAÑl "�/mA þcElt n�pAlF lokgFthzko

a@yyn
3670 152085

mADvþsAd poKr�l : jFvnF , &yEÄ(v r k� Et(vko

a@yyn
957 35957

n� vAkoV Ej¥AmA þcElt lokgFtko a@yyn 1190 28148

p� �y EnrOlAkA up�yAsmA pA/ EvDAn 1136 27286
sSyAnko p� vF"�/mA þcElt lokgFthzko

a@yyn
1387 27610

3.2 Data Preprocessing

Preprocessing This includes paragraph segmentation, Punctuation removal, lowercasing, num-

ber removal, and stopword removal.

Paragraph Segmentation This splits the text in the documents into paragraph, allowing para-

graph processing in the following stages.

Punctuation Removal This removes the punctuation symbols from the text. It helps in gener-

alising the text for matching.

Number Replacement This replace the numbers from the text using some dummy symbol. It

helps in generalising the text for matching.

Lowercasing This replace the uppercase letters in the text with corresponding lowercase char-

acter. It helps in generalising the text for matching.
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Stopword Removal This replace the stopwords like “a”, “an”, “the”, “is”, “are”, “am” and so

on from the text for generalising the text for matching.

The stop words of Nepali language used are: C , r , pEn , Cn̂ , lAEg , Beko , gr�ko ,

Bn� , gn , gn�, ho , tTA , yo , rh�ko , unl� , ETyo , h� n� , gr�kA , ETe , gd{, tr ,

n{ , ko , mA , h� n̂ , Bà� , h� n , grF , t , h� �C , ab , k� , rh�kA , gr�r , C{n , Ede ,

Be , ys , l� , gn� , aO\ , so , (yo , Ek , j� n , yF , kA , gEr , tF , n , C� , CO\ , lAI ,

En. The punctuation marks used in Nepali language are same as that used in English language

except one additional “। ” which is used for terminating the sentence. Table 3.3 shows result

of several preprocessing tasks on an example Nepali text.

Table 3.3: Example of several preprocessing tasks on an example Nepali text

Original Text 2016 sAlmA E/B� vn Ev�Ev�Aly k��dý Fy p� -tkAlyko -TApnA kAW-
mA�XO\ko E/p� r��rmA Beko ho।
-TApnAkAlmA jMmA 12 sy p� -tkbAV s�vA Edn TAl�ko ys
p� -tkAlymA hAl EvEBà BAqAmA l�EKekA EvEBà EvqymA k�E�dý t
grF jMmA 2 lAK 80 hjAr p� -tk r 1 lAK TAn Evd�fF jnl r
n�pAlF aKvAr tTA pE/kAhz Cn̂।

Paragraph
Segmentation

(Paragraph 1) (2016 sAlmA E/B� vn Ev�Ev�Aly k��dý Fy p� -tkAlyko
-TApnA kAWmA�XO\ko E/p� r��rmA Beko ho।)
(Paragraph 2) (-TApnAkAlmA jMmA 12 sy p� -tkbAV s�vA Edn
TAl�ko ys p� -tkAlymA hAl EvEBà BAqAmA l�EKekA EvEBà EvqymA
k�E�dý t grF jMmA 2 lAK 80 hjAr p� -tk r 1 lAK TAn Evd�fF jnl
r n�pAlF aKvAr tTA pE/kAhz Cn̂।)

Punctuation
Removal

2016 sAlmA E/B� vn Ev�Ev�Aly k��dý Fy p� -tkAlyko -TApnA kAW-
mA�XO\ko E/p� r��rmA Beko ho
-TApnAkAlmA jMmA 12 sy p� -tkbAV s�vA Edn TAl�ko ys
p� -tkAlymA hAl EvEBà BAqAmA l�EKekA EvEBà EvqymA k�E�dý t
grF jMmA 2 lAK 80 hjAr p� -tk r 1 lAK TAn Evd�fF jnl r
n�pAlF aKvAr tTA pE/kAhz Cn̂

Number
Replacement

[#] sAlmA E/B� vn Ev�Ev�Aly k��dý Fy p� -tkAlyko -TApnA kAW-
mA�XO\ko E/p� r��rmA Beko ho
-TApnAkAlmA jMmA [#] sy p� -tkbAV s�vA Edn TAl�ko ys
p� -tkAlymA hAl EvEBà BAqAmA l�EKekA EvEBà EvqymA k�E�dý t
grF jMmA [#] lAK [#] hjAr p� -tk r [#] lAK TAn Evd�fF jnl r
n�pAlF aKvAr tTA pE/kAhz Cn̂

Stopword Re-
moval

2016sAl E/B� vn Ev�Ev�Aly k��dý Fy p� -tkAly -TApnA kAWmA�XO\
E/p� r��r।
-TApnAkAl jMmA 12 sy p� -tkbAV s�vA Edn TAl� ys p� -tkAly
hAl EvEBà BAqA l�EKe EvEBà Evqy k�E�dý t jMmA 2 lAK 80 hjAr
p� -tk 1 lAK TAn Evd�fF jnl n�pAlF aKvAr pE/kA।
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3.3 Vector Processing and Dimensionality Reduction

After Preprocessing the dataset was ready for the further processing. The data returned by the

preprocessing stage was then vectorized using Term Frequency - Inverse Document frequency

(TF-IDF).

TF - IDF Term Frequency is defined as the number of times a particular term appears in the

document. Inverse Document Frequency is used for measuring the importance of a term

in document. TF-IDF weight is a statistical measure used to evaluate importance of

word to document in a corpus. The importance of the word in the document is directly

proportional to the frequency of the word in the corpus.

TF(t) =
Number of times term t appears in a document

Total number of terms in the document
(3.1)

IDF(t) = loge
Total number of documents

Number of documents with term t in it
(3.2)

The TF-IDF vectorizer converts the document from text to number, which is what is required

for further computation including neural network training.

After vectorizing the document, it’s dimensionality was reduced using Principal Component

Analysis (PCA) for reducing the processing complexity.

PCA The Principal Component Analysis is a method used for analysing the dimension of the

data because all the dimension may not be relevant for computation and only increase the

computational complexity. The algorithm for PCA can be written out as [13]:

• At first the N datapoint are written as row vectors

• Then the vectors are kept into a matrix of size M×N

• Mean of each column is then subtracted from the column elements and kept in

separate matrix B

• Covariance matrix of the above vector is then computed using formula C = 1
N BT B

• Eigenvalues and Eigenvectors of C is then computed. Those values are then sorted

in descending order
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• Finally, eigenvalues with values less than some threshold values are rejected, and

other are kept as the dimension.

After performing all the preprocessing, vectorizing and dimensionality reduction task, the data

was ready for similarity checking.

3.4 Similarity Calculation

Cosine Similarity and Jaccard Similarity between each paragraph vector from the source data

and suspicious data was then calculated.

For calculating the Cosine similarity between the vectors, the following formula is used:

cosθ =
~a.~b

‖~a‖‖~b‖
(3.3)

Where,

a and b are the vectors of suspicious paragraph and source paragraph respectively.

Similarly, the formula used for calculating the Jaccard similarity is:

J(A,B) =
‖Intersection(A,B)‖
‖Union(A,B)‖

(3.4)

Where,

A and B are the vectors of suspicious paragraph and source paragraph respectively.

Using equations (3.3) and (3.4), the different similarity scores between each suspicious and

source paragraph are calculated, which was used for training the neural network.

3.5 Processing for Learning

Two learning algorithms, namely, Backpropagation and Monte Carlo Artificial based Neural

Network were used for training purpose. Input to the neural network are cosine similarity and

Jaccard similarity scores. The output from the network is either 0 or 1, where 0 represents
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the plagiarised case and 1 represents the non-plagiarised cases. The threshold value taken for

indicating the document as plagiarised was ten percent.

1. Backpropagation (BP): The Backpropagation algorithm is used for training the neural

network. Different phases of the algorithm was discussed in chapter 2 subsection 2.2.1.

The different equations used during each phases are discussed below [10]:

Network Initialization Phase

The weights and biases used in this thesis was assigned randomly using the random

library function.

Feed Forward Phase

Total input to the hidden unit was calculated using equation 3.5

zin j = vo j +
n

∑
i=1

xivi j (3.5)

Total output from the hidden unit is calculated by applying an activation function given

by equation 3.6

Z j = f (zin j) (3.6)

Output from above equation 3.6 was sent to next layer forward. Similarly, the total input

and output of the output layer was calculated using equations 3.7 and 3.8

yink = wok +
n

∑
i=1

z jv jk (3.7)

Yk = f (yink) (3.8)

Backpropagation Phase

For backward propagation of error, the error term was calculated using equation 3.9:

δk = (tk− yk) f (yink) (3.9)

each hidden layer z j sums its delta inputs from the above layer using equation 3.10

δin j =
m

∑
k=1

δ jw jk (3.10)
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The error information term in the hidden layer is calculated using equation 3.11

δ j = δin j f (zin j) (3.11)

Weight and Bias Update Phase

Weight and bias correction term for the output unit is given by equation 3.12 and 3.13

respectively.

∆Wjk = αδkz j (3.12)

∆Wok = αδk (3.13)

And, the new weight and bias is given by equations 3.14 and 3.15 respectively.

Wjk(new) =Wjk(old)+∆Wjk (3.14)

Wok(new) =Wok(old)+∆Wok (3.15)

Similarly, the weight and correction term for the hiddden units is given by equations 3.16

and 3.17 respectively.

∆Vi j = αδ jxi (3.16)

∆Vo j = αδ j (3.17)

And, the new weight and bias is given by equations 3.18 and 3.19 respectively.

Vi j(new) =Vi j(old)+∆Vi j (3.18)

Vo j(new) =Vo j(old)+∆Vo j (3.19)

2. Monte Carlo based Artificial Neural Network (MCANN): Monte Carlo Method, a

randomized algorithm, was used for updating the weights during the network training.

For the purpose, some samples are drawn from the posterior distribution of cosine and

jaccard similarity vectors. The posterior is calculated using NUT S sampler discussed in

[11]. The random samples are drawn from the posterior distribution of parameters during

“learning phase”.
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The implementation was done using Python 3.6.0. The modules provided by sklearn, numpy,

itertools, nltk were utilized for document preprocessing, vectorizing and similarity calculation

task. Similarly, LaTeX was used for document preparation.

Source Text Preprocessing TF-IDF Vector Calculation

Suspicious Text Preprocessing TF-IDF Vector Calculation

Cosine and Jaccard Similarity

Backpropagation

MCANN

Output

Output

Similarity Calculation

Figure 3.1: General Processing Framework

The MCANN was a three layered architecture with two hidden layers (two nodes in each layer),

one input layer (two nodes) and one output layer (one node). The input layer takes the cosine

and jaccard similarity vectors as input and the output layers produces either 1 or 0 as output. 1

was used for representing plagiarised case and 0 for non plagiarised case. The architecture for

MCANN was shown in figure 3.2. Architecture used for backpropagation was as same as that

of MCANN.

Input Layer Hidden Layer1

Input 2

Hidden Layer2

Input 2

Input 1

Output Layer

Output

Figure 3.2: MCANN Architecture



Chapter 4

RESULTS AND ANALYSIS

4.1 Results and Analysis

In this research work, Artificial neural network (ANN) model and Monte Carlo based Artificial

neural network model were developed for detecting the plagiarism of Nepali documents. Both

the models were tested on several dissertations carried out in Nepali. Eleven dissertations of

Nepali language were collected for the research. Similarly, testing was also carried out on the

data prepared by Bam [1]. The purpose of testing was to check the accuracy of the model. The

learning rate used for each experiment was 0.3.

4.2 Results of Paragraph based Comparison

4.2.1 Experiment with Nepali Thesis using BP
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Figure 4.1: Error Vs Epoch for Nepali Thesis using BP for 40 epochs. It is the case of 5-fold
cross validation.
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Figure 4.2: Error Vs Epoch for Nepali Thesis using BP for 400 Epochs. It is the case of 5-fold
cross validation.

Figures 4.1 and 4.2 represents the plot of error against number of epochs when BP with two

hidden layers were used for detecting the similarity of several thesis of Nepali languages.

The training error obtained for Nepali thesis with BP with two hidden layers and 5-fold cross

validation was 6.163 (in 40 iterations) and 0.385 in 400 iterations.
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Figure 4.3: Error Vs Epoch for Nepali Thesis using BP for 40 Epochs. It is the case of 7-fold
cross validation.

Figure 4.3 represents the plot of error against number of epochs when BP with two hidden

layers were used for detecting the similarity of several thesis of Nepali languages.

The training error obtained for Nepali thesis with BP with two hidden layers and 7-fold cross

validation was 5.111 in 40 iterations.
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Figure 4.4: Error Vs Epoch for Nepali Thesis using BP for 40 epochs. It is the case of 10-fold
cross validation.

Figure 4.4 represents the plot of error against number of epochs when BP with two hidden

layers were used for detecting the similarity of several thesis of Nepali language.

The training error obtained for Nepali thesis with BP with two hidden layers and 10-fold cross

validation was 5.952 in 40 iterations.

4.2.2 Experiment with Nepali Thesis using MCANN
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Figure 4.5: Error Vs Epoch for Nepali Thesis using MCANN in 40 epochs. Ninety percent
data was used as training data and ten percent as test data.

The error obtained for Nepali thesis using 90% training data and 10% testing data with MCANN

was 2.4219e-03 in 40 iterations as shown in figure 4.5 and 1.3963e-03 in 1400 iterations.
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Figure 4.6: Error Vs Epoch for Nepali Thesis using MCANN in 40 epochs. Eighty percent of
data was used as train data and twenty percent data as test data.

Error obtained for Nepali thesis using 80% of data as training data and 20% of data as testing

data with MCANN was 3.0096e-03 in 40 iterations as shown in figure 4.6.
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Figure 4.7: Error Vs Epoch for Nepali Thesis using MCANN in 40 epochs. Sixty percent of
data was used as train data and forty percent data as test data.

Error obtained for Nepali thesis using 60% of data as training data and 40% of data as testing

data with MCANN was 6.1455e-03 in 40 iterations as shown in figure 4.7.
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4.2.3 Experiment with Bam data using BP
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Figure 4.8: Error Vs Epoch for Bam [1] data using BP (40 epochs). It is the case of 5-fold cross
validation.

Figure 4.8 represents the plot of error against number of epochs when BP with two hidden

layers were used for detecting the similarity of data in Nepali language by Bam [1].

The training error obtained for above experiment with BP with two hidden layers and 5-fold

cross validation was 335.854 (in 40 iterations) and 98.185 (in 1400 iterations).

0 5 10 15 20 25 30 35 40

Epoch

0

1000

2000

3000

4000

5000

6000

7000

E
rr

o
r

Plot of Epoch vs Error

1.8 2 2.2 2.4 2.6 2.8

700

750

800

850

900

950

1000

1050

1100

1150

fold 1

fold 2

fold 3

fold 4

fold 5

fold 6

fold 7

Figure 4.9: Error Vs Epoch for Bam [1] data using BP (40 epochs). It is the case of 7-fold cross
validation.

Figure 4.9 represents the plot of error against number of epochs when BP with two hidden

layers were used for detecting the similarity of data in Nepali language by Bam [1].
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The training error obtained for above experiment with BP with two hidden layers and 7-fold

cross validation was 350.929 (in 40 iterations).
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Figure 4.10: Error Vs Epoch for Bam [1] data using BP (40 epochs). It is the case of 10-fold
cross validation.

Figure 4.10 represents the plot of error against number of epochs when BP with two hidden

layers were used for detecting the similarity of data in Nepali language by Bam [1].

The training error obtained for above experiment with BP with two hidden layers and 10-fold

cross validation was 360.370 (in 40 iterations).

4.2.4 Experiment with Nepali data collected by Bam using MCANN
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Figure 4.11: Error Vs Epoch for Bam [1] using MCANN (40 epochs). Ninety percent data was
used as training data and ten percent as test data.
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The error obtained for above experiment with MCANN was 8.1471e-05 (in 40 iterations) as

shown in figure 4.11. In this experiment ninety percent data was used for training and ten

percent was used for testing.
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Figure 4.12: Error Vs Epoch for Bam [1] using MCANN (40 epochs). Eighty percent data was
used for training and twenty percent for testing.

The error obtained while experimenting with Bam data [1] using using MCANN was 2.1130e-

04 in 40 iterations as shown in figure 4.12. In this experiment eighty percent data was used for

training and twenty percent for testing.
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Figure 4.13: Error Vs Epoch for Bam [1] using MCANN (40 epochs). Sixty percent data was
used as training data and forty percent as test data.

The error obtained for above experiment with MCANN was 3.0948e-04 in 40 iterations as

shown in figure 4.13. In this experiment sixty percent of the data was used for training and

forty percent was used for testing.
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Table 4.1: Result of Backpropagation on Nepali Thesis and Bam Data during Paragraph based
Comparison

Dataset Used Algorithms Applied Error obtained on different experiments
5-fold Cross Validation 7-fold Cross Validation 10-fold Cross Validation

Nepali Thesis BP 6.163 5.111 5.952
Bam data BP 335.854 350.929 360.370

The above table 4.1 lists the result of Backpropagation algorithm on different datasets. The

Table 4.2: Result of MCANN on Nepali Thesis and Bam Data during Paragraph based Com-
parison

Dataset Used Algorithms Applied Error obtained on different experiments
60% train & 40% test data 80% train & 20% test data 90% train & 10% test data

Nepali Thesis MCANN 6.1455e-03 3.0096e-03 2.4219e-03.
Bam data MCANN 3.0948e-04 2.1130e-04 8.1471e-05

above table 4.2 lists the result of MCANN on different datasets.

4.3 Results of Line Based Comparison

4.3.1 Experiment with Bam data using BP
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Figure 4.14: Error Vs Epoch for Bam [1] data using BP (40 epochs). It is the case of 5-fold
cross validation.

Figure 4.14 represents the plot of error against number of epochs when BP with two hidden

layers were used for detecting the similarity of data in Nepali language by Bam [1].
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The training error obtained for above experiment with BP with two hidden layers and 5-fold

cross validation was 1699.706 (in 40 iterations).
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Figure 4.15: Error Vs Epoch for Bam [1] data using BP (40 epochs). It is the case of 7-fold
cross validation.

Figure 4.15 represents the plot of error against number of epochs when BP with two hidden

layers were used for detecting the similarity of data in Nepali language by Bam [1].

The training error obtained for above experiment with BP with two hidden layers and 7-fold

cross validation was 1775.384 (in 40 iterations).
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Figure 4.16: Error Vs Epoch for Bam [1] data using BP (40 epochs). It is the case of 10-fold
cross validation.

Figure 4.16 represents the plot of error against number of epochs when BP with two hidden

layers were used for detecting the similarity of data in Nepali language by Bam [1].



27

The training error obtained for above experiment with BP with two hidden layers and 10-fold

cross validation was 1843.961 (in 40 iterations).

4.3.2 Experiment with Nepali data collected by Bam using MCANN
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Figure 4.17: Error Vs Epoch for Bam [1] using MCANN (40 epochs). Ninety percent data was
used as training data and ten percent as test data.

The error obtained for above experiment with MCANN was 3.2539e-04 (in 40 iterations) as

shown in figure 4.17. In this experiment ninety percent data was used for training and ten

percent was used for testing.
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Figure 4.18: Error Vs Epoch for Bam [1] using MCANN (40 epochs). Eighty percent data was
used for training and twenty percent for testing.

Error while experimenting with Bam data [1] using MCANN was 1.3106e-04 in 40 iterations
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as shown in figure 4.18. In this experiment eighty percent data was used for training and twenty

percent for testing.
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Figure 4.19: Error Vs Epoch for Bam [1] using MCANN (40 epochs). Sixty percent data was
used as training data and forty percent as test data.

The error obtained for above experiment with MCANN was 3.4599e-05 in 40 iterations as

shown in figure 4.19. In this experiment sixty percent of the data was used for training and

forty percent was used for testing.

Table 4.3: Result of Backpropagation on Bam Data during Line based Comparison

Dataset Used Algorithms Applied Error obtained on different experiments
5-fold Cross Validation 7-fold Cross Validation 10-fold Cross Validation

Bam data BP 1699.706 1775.384 1843.961

The above table 4.3 lists the result of Backpropagation algorithm on different datasets.

Table 4.4: Result of MCANN on Bam Data during Line based Comparison

Dataset Used Algorithms Applied Error obtained on different experiments
60% train & 40% test data 80% train & 20% test data 90% train & 10% test data

Bam data MCANN 3.4599e-05 1.3106e-04 3.2539e-04

The above table 4.4 lists the result of MCANN algorithm on different datasets.
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4.4 Results of Cluster based Analysis

To further check the performance of the algorithms, most similar looking documents of nepali

thesis were selected and paragraphs based comparison were done on those documents.
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Figure 4.20: Error Vs Epoch for selected four documents using BP (40 epochs). It is the case
of 5-fold cross validation.

Figure 4.20 represents the plot of error against number of epochs when BP with two hidden

layers were used for detecting the similarity of selected documents of Nepali thesis. Error

obtained in this case was 23.743.
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Figure 4.21: Error Vs Epoch for selected four documents using BP (400 epochs). It is the case
of 5-fold cross validation.

Figure 4.21 represents the plot of error against number of epochs when BP with two hidden
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layers were used for detecting the similarity of selected documents of Nepali thesis. Error

obtained in this case was 10.925
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Figure 4.22: Error Vs Epoch for selected four documents using BP (40 epochs). It is the case
of 7-fold cross validation.

Figure 4.22 represents the plot of error against number of epochs when BP with two hidden

layers were used for detecting the similarity of selected documents of Nepali thesis. Error

obtained in this case was 24.496.
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Figure 4.23: Error Vs Epoch for selected four documents using BP (400 epochs). It is the case
of 7-fold cross validation.

Figure 4.23 represents the plot of error against number of epochs when BP with two hidden

layers were used for detecting the similarity of selected documents of Nepali thesis. Error

obtained in this case was 10.926.
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Figure 4.24: Error Vs Epoch for selected four documents using BP (40 epochs). It is the case
of 10-fold cross validation.

Figure 4.24 represents the plot of error against number of epochs when BP with two hidden

layers were used for detecting the similarity of selected documents of Nepali thesis. Error

obtained in this case was 24.137.
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Figure 4.25: Error Vs Epoch for selected four documents using BP (400 epochs). It is the case
of 10-fold cross validation.

Figure 4.25 represents the plot of error against number of epochs when BP with two hidden

layers were used for detecting the similarity of selected documents of Nepali thesis. Error

obtained in this case was 10.880.
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Figure 4.26: Error Vs Epoch for selected four documents using MCANN (40 epochs). Ninety
percent data was used as training data and ten percent as test data.

The error obtained for above experiment with MCANN was 2.5471e-02 (in 40 iterations) as

shown in figure 4.26. In this experiment ninety percent data was used for training and ten

percent was used for testing.
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Figure 4.27: Error Vs Epoch for selected four documents using MCANN (40 epochs). Eighty
percent data was used as training data and twenty percent as test data.

The error obtained for above experiment with MCANN was 3.7599e-02 (in 40 iterations) as

shown in figure 4.27. In this experiment eighty percent data was used for training and twenty

percent was used for testing.
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Figure 4.28: Error Vs Epoch for selected four documents using MCANN (40 epochs). Sixty
percent data was used as training data and forty percent as test data.

The error obtained for above experiment with MCANN was 1.5065e-03 (in 40 iterations) as

shown in figure 4.28. In this experiment sixty percent data was used for training and forty

percent was used for testing.

Table 4.5: Result of Backpropagation on selected Nepali thesis

Dataset Used Algorithms Applied No. of Epoch Error obtained on different experiments
5-fold Cross Validation 7-fold Cross Validation 10-fold Cross Validation

Selected Nepali Thesis BP 40 23.743 24.496 24.137
Selected Nepali Thesis BP 400 10.925 10.926 10.880

The above table 4.5 lists the result of Backpropagation algorithm on selected nepali thesis.

Table 4.6: Result of MCANN on selected Nepali thesis

Dataset Used Algorithms Applied Error obtained on different experiments
60% train & 40% test data 80% train & 20% test data 90% train & 10% test data

Selected Nepali Thesis MCANN 1.5065e-03 3.7599e-02 2.5471e-02

The above table 4.6 lists the result of MCANN algorithm on selected nepali thesis.

4.5 Results of Experiments Carried Out with Selected Portion of Selected

Nepali Thesis

For more rigorous analysis, Theory and Result section of four selected Nepali thesis are ex-

tracted and experiment using MCANN was carried out.
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4.5.1 Results of Paragraph based Experiment carried out on Theory section of four doc-

uments
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Figure 4.29: Error Vs Epoch for Theory section of documents using MCANN (40 epochs).
Ninety percent data was used as training data and Ten percent as test data.

The error obtained for above experiment with MCANN was 3.1812e-02 (in 40 iterations) as

shown in figure 4.29. In this experiment Ninety percent data was used for training and Ten

percent was used for testing.
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Figure 4.30: Error Vs Epoch for Theory section of documents using MCANN (40 epochs).
Eighty percent data was used as training data and Twenty percent as test data.

The error obtained for above experiment with MCANN was 4.2914e-02 (in 40 iterations) as

shown in figure 4.30. In this experiment Eighty percent data was used for training and Twenty

percent was used for testing.
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Figure 4.31: Error Vs Epoch for Theory section of documents using MCANN (40 epochs).
Sixty percent data was used as training data and Forty percent as test data.

The error obtained for above experiment with MCANN was 2.8589e-02 (in 40 iterations) as

shown in figure 4.31. In this experiment Sixty percent data was used for training and Forty

percent was used for testing.

4.5.2 Results of Line based Experiment carried out on Theory section of four documents
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Figure 4.32: Error Vs Epoch for Theory section of documents using MCANN (40 epochs).
Ninety percent data was used as training data and Ten percent as test data.

The error obtained for above experiment with MCANN was 4.4805e-07 (in 40 iterations) as

shown in figure 4.32. In this experiment Ninety percent data was used for training and Ten

percent was used for testing.



36

0 5 10 15 20 25 30 35 40

Epoch

1.5

1.6

1.7

1.8

1.9

2

2.1

2.2

E
rr

o
r

×10
-4 Plot of Epoch vs Error

Figure 4.33: Error Vs Epoch for Theory section of documents using MCANN (40 epochs).
Eighty percent data was used as training data and Twenty percent as test data.

The error obtained for above experiment with MCANN was 1.5503e-04 (in 40 iterations) as

shown in figure 4.33. In this experiment Eighty percent data was used for training and Twenty

percent was used for testing.
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Figure 4.34: Error Vs Epoch for Theory section of documents using MCANN (40 epochs).
Sixty percent data was used as training data and Forty percent as test data.

The error obtained for above experiment with MCANN was 2.2957e-02 (in 40 iterations) as

shown in figure 4.34. In this experiment Sixty percent data was used for training and Forty

percent was used for testing.
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4.5.3 Results of Paragraph based Experiment carried out on Result section of four doc-

uments
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Figure 4.35: Error Vs Epoch for Result section of documents using MCANN (40 epochs).
Ninety percent data was used as training data and Ten percent as test data.

The error obtained for above experiment with MCANN was 1.5713e-02 (in 40 iterations) as

shown in figure 4.35. In this experiment Ninety percent data was used for training and Ten

percent was used for testing.
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Figure 4.36: Error Vs Epoch for Result section of documents using MCANN (40 epochs).
Eighty percent data was used as training data and Twenty percent as test data.

The error obtained for above experiment with MCANN was 1.5928e-02 (in 40 iterations) as

shown in figure 4.36. In this experiment Eighty percent data was used for training and Twenty

percent was used for testing.
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Figure 4.37: Error Vs Epoch for Result section of documents using MCANN (40 epochs).
Sixty percent data was used as training data and Forty percent as test data.

The error obtained for above experiment with MCANN was 2.0076e-02 (in 40 iterations) as

shown in figure 4.37. In this experiment Sixty percent data was used for training and Forty

percent was used for testing.

4.6 Results Summary

All the results obtained are summarized in the table as shown.

Table 4.7: Comparison of result of MCANN and BP model on Bam data

Dataset Used Algorithms
Applied

Analysis
Approach

No. of
Epoch

Error obtained on different experiments

60% train &
40% test data

80% train &
20% test data

90% train &
10% test data

Bam data MCANN Paragraph
based

40 3.0948e-04 2.1130e-04 8.1471e-05

Bam data MCANN Line based 40 3.4599e-05 1.3106e-04 3.2539e-04
5-fold cross val-
idation

7-fold cross val-
idation

10-fold cross
validation

Bam data BP Paragraph
based

40 335.854 350.929 360.370

Bam data BP Line based 40 1699.706 1775.384 1843.961

Table 4.7 lists the result of MCANN and BP on Bam data. Table 4.8 lists the result of MCANN

and BP on all eleven Nepali thesis. Table 4.9 lists the result of MCANN and BP on selected

four Nepali thesis documents. The above table 4.10 lists the result of MCANN algorithm on

different portion of selected four Nepali thesis.
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Table 4.8: Comparison of result of MCANN and BP model on all eleven Nepali thesis

Dataset Used Algorithms
Applied

Analysis
Approach

No. of
Epoch

Error obtained on different experiments

60% train &
40% test data

80% train &
20% test data

90% train &
10% test data

Nepali Thesis
(11 documents)

MCANN Paragraph
based

40 6.1455e-03 3.0096e-03 2.4219e-03

5-fold cross val-
idation

7-fold cross val-
idation

10-fold cross
validation

Nepali Thesis
(11 documents)

BP Paragraph
based

40 6.163 5.111 5.952

Nepali Thesis
(11 documents)

BP Line based 400 0.385 0.231 0.131

Table 4.9: Comparison of result of MCANN and BP model on Selected four Nepali thesis

Dataset Used Algorithms
Applied

Analysis
Approach

No. of
Epoch

Error obtained on different experiments

60% train &
40% test data

80% train &
20% test data

90% train &
10% test data

Selected Nepali
Thesis (4 docu-
ments)

MCANN Paragraph
based

40 1.5065e-03 3.7599e-02 2.5471e-02

5-fold cross val-
idation

7-fold cross val-
idation

10-fold cross
validation

Selected Nepali
Thesis (4 docu-
ments)

BP Paragraph
based

40 23.743 23.743 24.137

Selected Nepali
Thesis (4 docu-
ments)

BP Line based 400 10.925 10.926 10.880

Table 4.10: Comparison of result of MCANN on different portion of selected four Nepali thesis

Dataset Used Algorithms
Applied

Analysis
Approach

No. of
Epochs

Error obtained on different experiments

(Selected
Nepali thesis)

60% train &
40% test data

80% train &
20% test data

90% train &
10% test data

Theory Section MCANN Paragraph
based

40 2.8589e-02 4.2914e-02 3.1812e-02

Theory Section MCANN Line based 40 2.2957e-02 1.5503e-04 4.4805e-07
Result Section MCANN Paragraph

based
40 2.0076e-02 1.5928e-02 1.5713e-02



Chapter 5

CONCLUSION AND FUTURE ENHANCEMENT

5.1 Conclusion

Plagiarism is the most common problem found in the current world of electronics where data

are easily available. So, mechanism for detecting and controlling it is the must. For the task,

several methodologies are available for several languages but they are not enough for Nepali

language based literature. Also, randomized method for detecting plagiarism is not encoun-

tered, which begins the motivation for the research and hence the topic “Comparative Study of

Back - Propagation and Monte - Carlo Artificial Neural Network for Plagiarism Detection in

Nepali Language”. Nepali languages documents collected from different sources are passed in

the framework for results. Obtained results are then analyzed for their accuracy. Accuracy of

MCANN method seems satisfactory over BP method.

From the results obtained it is concluded that neural network trained with monte carlo method

performs better than traditional backpropagation method. Thus, Monte Carlo based Artificial

Neural Network is beneficial over general artificial neural network trained using backpropaga-

tion learning method for problems related to similarity detection.

5.2 Future Enhancement

This research was focused on extrinsic plagiarism detection of Nepali language based docu-

ments. It could be further researched for cross lingual plagiarism detection task. Similarly,

performance could be increased by increasing more similarity measures as features. Better

analysis could be carried out with datasets of different varieties collected from different fields.

Also, effect of Evolutionary algorithms could be studied for detecting the plagiarism on Nepali

language documents. Also, this research could be augmented for intrinsic plagiarism detection.

40
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